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To understand how different spatial frequencies
contribute to the overall perceived contrast of complex,
broadband photographic images, we adapted the
classification image paradigm. Using natural images as
stimuli, we randomly varied relative contrast amplitude
at different spatial frequencies and had human subjects
determine which images had higher contrast. Then, we
determined how the random variations corresponded
with the human judgments. We found that the overall
contrast of an image is disproportionately determined by
how much contrast is between 1 and 6 c/8, around the
peak of the contrast sensitivity function (CSF). We then
employed the basic components of contrast
psychophysics modeling to show that the CSF alone is
not enough to account for our results and that an
increase in gain control strength toward low spatial
frequencies is necessary. One important consequence of
this is that contrast constancy, the apparent
independence of suprathreshold perceived contrast and
spatial frequency, will not hold during viewing of natural
images. We also found that images with darker low-
luminance regions tended to be judged as having higher
overall contrast, which we interpret as the consequence
of darker local backgrounds resulting in higher band-
limited contrast response in the visual system.

Introduction

In seeing a scene, we are sensing and binding
together image features into objects that inform us
about the physical state of the world—this is presum-
ably the purpose of vision. In addition to their utility,
these features and objects of vision have a phenomenal
impact or magnitude—their perceived brightness or
contrast—that correlates with the physical intensity or
gradient of the proximal stimulus (the stimulus
strength). These perceived magnitudes seem to be
determined largely by the relative magnitude of
response of the neurons encoding the object or feature;

e.g., the perceived contrast magnitude of a spatial
pattern seems to closely correspond with the magnitude
of neural response in the primary visual cortex
(Boynton, Demb, Glover, & Heeger, 1999; Campbell &
Kulikowski, 1972; Haynes, Roth, Stadler, & Heinze,
2003; Kwon, Legge, Fang, Cheong, & He, 2009; Ross
& Speed, 1991). These responses are not fixed functions
of stimulus strength but are subject to numerous
nonlinearities, many of which are dependent on
spatiotemporal context.

In the phenomenon known as contrast constancy, for
contrast strength that sufficiently exceeds visual detection
thresholds, perceived contrast magnitude is independent
of spatial frequency (Brady& Field, 1995; Cannon, 1985;
Georgeson & Sullivan, 1975). This behavior is consistent
with measurements of contrast discrimination that
suggest that the subjective ‘‘decision variable’’ dependent
on contrast converges across spatial frequency at high
contrasts (Bradley &Ohzawa, 1986; Swanson,Wilson, &
Giese, 1984). Contrast constancy has been demonstrated
through the use of narrowband stimuli like gratings or
band-pass noise with the intention that individual
mechanisms in the visual system may be studied in
isolation and their properties compared with one another
as independent perceptual devices. However, it has been
clear for many years that these mechanisms are not
independent. Different simultaneously activated mecha-
nisms suppress one another, with these suppressive
processes usually held up as types of response normal-
ization (Blakeslee & McCourt, 2004; Foley, 1994;
Graham, 2011; Graham & Sutter, 2000; Watson &
Solomon, 1997; Wilson & Humanski, 1993). Because
natural scenes consist ofmany simultaneous, overlapping
stimuli, perception of natural scenes must be rife with
suppressive interactions. Threshold measurements made
against broadband scene or noise backgrounds (or
immediately after adaptation to these) suggest that
perceptual responses to lower spatial frequency contrasts
are disproportionately suppressed relative to higher
spatial frequencies (Bex, Solomon, & Dakin, 2009; Haun
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& Essock, 2010; Webster & Miyahara, 1997) although
this has also been interpreted as increasing susceptibility
to noise at low frequencies (Schofield & Georgeson,
2003). These findings call into question the matter of
contrast constancy in naturalistic stimulus contexts.

The difficulty in determining whether contrast
constancy, or something else, occurs in scene percep-
tion is that broadband imagery does not appear, to the
observer, as a set of identifiable mechanism responses.
Rather, the broadband percept is unified across spatial
frequency: Virtually all models of broadband feature
perception involve collapsing transduced contrasts
across spatial frequency before perceptual judgments
are made (Georgeson, May, Freeman, & Hesse, 2007;
Kingdom & Moulden, 1992; Marr & Hildreth, 1980;
Peli, 2002; Watt & Morgan, 1985) so that broadband
features—edges and textures—are seen holistically.
This holistic percept is compulsory, and no amount of
effort will allow an observer to ‘‘see through’’ an edge
so that its components can be perceived separately.
This phenomenal opacity of broadband features means
that any judgment of the perceived contrast of a
component frequency would be confounded with
judgments of other spatial frequency contrasts. Testing
sensitivity (signal-to-noise ratio) to each component
within a broadband structure, which has been done in
numerous contexts (Bex et al., 2009; Haun & Essock,
2010; Huang, Maehara, May, & Hess, 2012; Schofield
& Georgeson, 2003), fails to disambiguate the contri-
butions of internal noise and response magnitude, and
the response magnitude is exactly what we want to
discover. Our solution to this problem—how to
measure the perceived contrast of the spatial frequency
components of complex images—is to have observers
judge the contrast of an entire broadband image
without the requirement that particular attention be
paid to one or another spatial frequency. To discover
how the different components of broadband images
contribute to their perceived contrast, we adapted the
classification image paradigm (Ahumada & Lovell,
1971; Beard & Ahumada, 1998), in which the stimulus
is randomly varied over many trials while observers
make simple judgments requiring consideration of the
information being varied, and correlations are sought
between the stimulus variation and the observer’s
decisions. Such reverse correlation methods have been
used to reveal spatial frequency tuning functions for
detection of white noise (Levi, Klein, & Chen, 2005)
and to better understand detection of narrowband
signals in visual noise (Taylor, Bennett, & Sekuler,
2009). Here, we make use of a similar technique to
derive spatial frequency weighting functions for sub-
jective estimates of broadband image contrast.

In our experiment, observers are presented with two
copies of an image, each of which has had its amplitude
spectrum independently modified, and are asked to

choose which image seems to be of higher contrast.
Over many trials, this procedure provides a probe of
the observer’s own perceived contrast-weighting
scheme. We find that when viewing natural scenes,
subjects behave as though perceived contrast is not
constant with spatial frequency. Rather, subjects
behave as though spatial frequencies around the peak
of the CSF are seen as contributing most to the overall
impression of image contrast, and low and high spatial
frequencies contribute less. We find that the perceptual
contrast-weighting scheme is largely independent of
image structure, suggesting that the form of the
broadband impact of natural imagery is a robust
feature of visual perception. Through simulations, we
test several models of perceived contrast and conclude
that a standard multichannel system with a contrast-
gain control that strengthens toward low spatial
frequencies is consistent with our data.

Methods

Subjects

Six subjects, aged 22 to 32, participated after giving
informed consent in accordance with the Schepens IRB
requirements and the Declaration of Helsinki. Subject
AH was the first author; all other subjects were naive as
to the purpose of the experiment. All subjects had
normal or corrected-to-normal visual acuity and no
other known visual problems. The experiment was
carried out in a darkened room. The display was
viewed binocularly.

Stimuli

Stimuli were 516 digital photographs of scenes,
including indoor and outdoor, natural and man-made
content (Hansen & Essock, 2004). Images were resized
from 1024 · 1024 to 768 · 768 pixels to exclude noise
at the highest spatial frequencies and then cropped to
allow the whole image to fit on the display (as shown in
Figure 1; the area of the mirror images inside and
outside the green rectangle on either side of the central
divider is 768 · 504 pixels). In each trial of the
experiment, an image was selected, cropped to 480 ·
480 pixels, and divided into eight bands, including
seven one-octave bands defined by a raised cosine of
log frequency envelope h (Equation 1) with peak spatial
frequencies for the first seven bands at 1, 2, 4, 8, 16, 32,
and 64 cycles per picture (cpp). Cosine filters were used
because they can be fit back together without distortion
of the original image (cf. Peli, 1990).
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Here, f is spatial frequency, and s is the center spatial
frequency of the filter. At the viewing distance of 1 m, a
480-px image subtended 10.38 of visual angle, so the
spatial frequency bands were centered at 0.1, 0.19, 0.39,
0.78, 1.6, 3.1, and 6.2 cycles per degree (cpd). The
remaining high spatial–frequency content was assigned
to an eighth ‘‘residual’’ band, which plateaued at 128
cpp or 12.4 cpd; i.e., for f � 12.4, h(s)¼ 1. Two vectors
of random reweighting coefficients were generated
ranging from�8 dB to þ8 dB (a decibel is 20 times
log10 [contrast amplitude]) and applied in order to the
series of frequency bands to produce two reweighted
series, which were summed to obtain two altered
versions of the original image. The two images were
jointly normalized to fit within the 0–1 display range,
and the pair was displayed as seen in Figure 1 and as
described below in the Procedure section. To produce
the random coefficients, the following algorithm was
followed:

1. Create a vector x1 of eight uniformly distributed
random coefficients, normalized so that the maxi-
mum value is equal toþ8 dB and the minimum value
is equal to �8 dB.

2. Create a second vector x2 by randomly rearranging
the order of the values in x1.

3. If the positive or negative maximum coefficients
have the same location in x1 and x2, repeat step 2.

Thus the two copies of the stimulus scene had the
same relative amount of contrast change (absolute
contrast change would depend on the specific structure
of the scene; i.e., the two resulting images did not have
the same RMS contrast), and the largest changes were
never the same in both copies (e.g., the same band
could not be increased by 8 dB in both copies, but it
could be increased by 8 dB in one and decreased by 8
dB in the other). The range of 68 dB was chosen
because it was large enough to allow contrast
differences to be easily visible between stimulus pairs
(narrowband contrast discrimination thresholds tend to
be about 1 or 2 dB relative to background contrast)
while not completely disrupting the appearance of the
scenes: While the band-randomized images are dis-
torted, their content is clearly recognizable (Figure 1).
A schematic illustration of sample band-weight pairs,
over three consecutive trials, is shown in Figure 2.

Figure 1. Experiment display. Total display area was 16.58 · 228. The test areas were 10.38 · 10.38, presented on either side of a 16-

pixel gray divider as mirror images. The test area here is indicated by a green bounding rectangle, which was presented for 1 s at the

beginning of each trial to remind subjects of the extent of the test area. The remaining display area was filled with unaltered surround

structure from the source images. The test image shown here corresponds to the first set of weights (T1) in Figure 2.
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The remaining image area (outside the green
bounding rectangle in Figure 1) was used to provide a
textured, contiguous surround to the test stimuli
(except for the central 16-pixel strip, which was
featureless, to make clear the separation between left-
and right-side stimuli). The contiguous surround was
used to avoid having to treat the boundaries of the test
images as edges, preventing, e.g., a sudden drop in
surround suppression at the boundaries. The cropped
area was from the inner sides of the image pairs as
shown in Figure 1. The mean luminance of the display
was allowed to vary from trial to trial although each
pair of test images was constrained to have the same
mean. This was done to make maximum use of the
display bit depth.

Procedure

In each trial, the two copies of the source scene were
presented as mirror images with one of the two
(randomly selected) flipped from left to right (as in

Figure 1). A thin, 4-pixel mean luminance frame
separated the test images from their contiguous
surrounds and was highlighted in green for the first
second of each trial. Trials were untimed, and subjects
were instructed to explore both images in order to
decide which one had higher contrast (i.e., eye
movements were allowed). ‘‘Contrast’’ was explained as
‘‘the range of grayscale values you see in the image;
brighter bright areas and darker dark areas indicate
higher contrast.’’ Subjects were instructed to take the
entire area of the test images into account in making
their judgment. The distinction between contrast and
sharpness was pointed out to each subject; i.e., that
blurry images could potentially have a larger range of
brightnesses than sharp images, but the distinction was
not stressed because we did not want to induce
selection against sharper images. To confirm that the
results presented below were not due to this instruction,
two more subjects were run through the experiment
and given only the instruction to choose the image with
higher contrast without making the blur/contrast
distinction. Subjects were given the basic task of

Figure 2. Contrast weights generated for three experiment trials Ti, illustrating the test image comparison as between the contrast-

randomization vectors. Within each trial (each row), the same changes in contrast are applied to each test image but in different

order. Blue bars are increases in band contrast; red bars are decreases. The longest bars represent the maximum deviations of 8 dB.
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choosing left or right—which image had higher
contrast—but for each choice, they were required to
also determine whether their choice was obvious or
difficult so that their final response took the form of
pressing one of four keys: strong left, weak left, weak
right, strong right. The main experiment was run in
four blocks of 500 trials each, drawing stimuli from the
set of 516 scenes without replacement within each
block.

Equipment

The experiment was implemented using Matlab 7.5
with the Psychophysics Toolbox (Brainard, 1997; Pelli,
1997). The display was a linearized (through the video-
card software) Trinitron CRT with mean luminance 39
cd/m2, run at 768 · 1024 resolution (2.67 px/mm) and
a 100-Hz frame rate. For the threshold measurements
(Appendix B), color bit–stealing (Tyler, 1997) was used
to obtain ;10.4 bits of grayscale resolution. In the
main experiment, grayscale resolution was 8 bits (bit-
stealing was not used). The monitor settings (RGB
luminance responses) were the same in all conditions.

Modeling and simulation

There are standard models of contrast perception
that account for numerous facts relating to perfor-
mance measures, like detection and discrimination
thresholds, and subjective measures of perceived
contrast. Before evaluating the results of the experi-
ment, we will here introduce a series of these models
whose performance can be compared with the human
subjects. The models were devised as described in detail
in Appendix A and then run through the same
experiment as the human subjects. To ensure that the
model-human comparisons were based on similar
image inputs and similar perceptual sensitivities, we
used the average of the human subjects’ CSFs to
calibrate the models’ observers, and the modulation
transfer function (MTF) of our display was applied to
the model stimulus images (procedures for these
measurements are described in Appendix B). Each
model was run through 4,000 trials of the experiment.

RMS observer

Our human subjects were instructed to estimate the
range of grayscale values in the test images; in essence,
they were being asked to estimate the RMS contrast of
the images. So an observer with no biases or limitations
should just compute the RMS contrast of the two test

images in each trial and choose the image with the
larger value. This simple model doesn’t behave like a
human observer at all. It is referred to below as the
RMSob.

CSF observer

A better bet than the RMSob is a model of human
contrast perception, which we will refer to as the
CSFob. The CSFob incorporates a contrast threshold
function (the CSF) that sets the minimum threshold, as
a function of spatial frequency, for stimulation of the
system: an array of independent spatial frequency–
tuned channels or filters and a compressive supra-
threshold transducer function. Here filter amplitude (in
the frequency domain) is constant with frequency,
corresponding to spatial filter amplitude or sensitivity
that increases with frequency (Field, 1987; Georgeson
& Sullivan, 1975; Kingdom & Moulden, 1992).
Importantly, this model predicts contrast constancy for
high-contrast, narrowband patterns of different spatial
frequency as well as for 1/f broadband images (Brady &
Field, 1995). We have generally adopted the formula-
tion of Cannon’s perceived contrast model (Cannon,
1995; Cannon & Fullenkamp, 1991) as the basis for our
CSFob. The structure of this model is illustrated in
Figure 3. The CSFob doesn’t reproduce human
behavior very closely, but it is the basis for the
following elaborations:

CSF þ ‘‘white’’ gain control

Depending on the source (from surround or overlay
masks, across frequency or orientation, etc.), masking
takes different forms, but the most general seems to be
the contrast gain–control model described by Foley
(1994) and developed in a similar form by many others.
Foley’s model is expressed in a simple function that can
be equated with sensitivity (d0):

d0 ¼ r
Cpþq

zp þ
X
i

wiC
p
i

: ð2Þ

Here, C is the linear response of a band-pass spatial
filter, and the other parameters are fixed constants
(linked to the filter in the numerator). The denominator
describes a summation of inputs to the mechanism’s
gain control, including a constant term z that sets
minimum contrast sensitivity, and inputs from nearby
mechanisms i. This form of extrinsic gain control shifts
the low-contrast part of the transducer function toward
higher contrasts, but the transducer still converges to
similar levels for high contrasts, so, for high-contrast
stimuli, contrast constancy can still be obtained if the
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maskers are not too powerful. These models are often
found in the front ends of image-quality metrics or
other applied vision algorithms (beginning with Teo &
Heeger, 1994; reviewed in Haun & Peli, 2013b). It’s still
unclear just how this gain control should be weighted
for different mechanisms—i.e., how wi should depend
on stimulus frequency or orientation—but a good null
hypothesis (which has generally gone unstated) might
be that it is the same everywhere (Teo & Heeger, 1994;
Watson & Solomon, 1997). Because the gain control is
flat over all stimulus frequencies, we refer to it as white
gain control, so this model is the CSF þW.

CSF þ ‘‘pink’’ gain control

The assumption of flat gain-control weights over all
stimulus dimensions is probably wrong. Some recent
studies have proposed that there is a low spatial–
frequency bias in the strength of contrast-gain control
(Hansen & Hess, 2012; Haun & Essock, 2010) or a
high-speed bias (Meese & Holmes, 2007); some have
suggested that gain-control weights are also anisotropic
with orientation (Essock, Haun, & Kim, 2009; Hansen,
Essock, Zheng, & DeFord, 2003; Haun & Essock,
2010). To incorporate a low spatial–frequency bias into
the masking model (our experiment design provided no
information about orientation), we weighted the gain
control with a negative power function of spatial

frequency (Meese & Holmes, 2007). This model, which
reproduces human performance very closely in most
respects, we refer to as the pink gain-control model or
CSF þ P.

CSF þ band-limited contrast

The computation of spatially local contrast in an
image should be done with respect to the local mean
luminance (Kingdom & Moulden, 1992; Peli, 1990)
rather than relative to the global mean. To reproduce
all of the features of human performance in our
experiment, we found it necessary to include such a
band-limited contrast computation. Except in one case
specified below, simulations were performed with band-
limited contrast inputs.

Results 1: Decision weighting
functions

Decision weights

To understand how subjects were using the contrast
in different frequency bands to make their decisions
about overall scene contrast, we compared the band

Figure 3. The model of contrast perception used in our simulations at a particular image location x and specific spatial frequency (f).

The nodes represent operations in the order (from left to right) implied by the model described in Appendix A (especially by

Equations 2 and A4), beginning with a linear measure of stimulus contrast and adjustment by the local luminance, followed by

expansive nonlinearities and divisive gain control fed by intrinsic and extrinsic factors and ending with a summation of responses

from other mechanisms over spatial frequency. At this stage, perceived contrast judgments R(x) can be made for arbitrary spatial

locations. The crucial stage in explaining our experimental results is highlighted in red: The weighting of the extrinsic gain control over

spatial frequency can be set according to different rules. Our results suggest that the gain control is stronger for mechanisms that

transduce lower spatial frequencies (CSF þ P).
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contrast in images that were chosen versus images that
were not chosen, weighted by the subjects’ confidence
in their decisions. We did this by looking at the average
ratio of the contrasts in chosen versus rejected stimuli
(the difference in decibels as shown in Equation 3).
Because the two test images had the same native
frequency spectra (before the experimental manipula-
tion), the base contrasts divide out, and we only need
compare the multiplicative weights x, over all trials T:

bf ¼
1

T

XT
i¼1

cðxchoose
f;i � xreject

f;i Þ: ð3Þ

We treated each subject’s strong/weak judgments as
equally spaced four-point ratings of each image in each
pair, so that a strongly chosen image was rated as 4 and
necessarily paired with a strongly rejected image rated
as 1, with weakly chosen/rejected image pairs taking
the intermediate values (3 and 2). The value c
represented these ratings as a weight in the summation
of Equation 3 and was set to 3 (4 minus 1) for strongly
discriminated image pairs and set to 1 (3 minus 2) for

weakly discriminated image pairs. We should stress
that the technique described by Equation 3 is simply a
means of describing subject performance in the task
and not a model of contrast perception. Positive and
negative values of b describe how contrast at each band
influenced the subjects’ decisions about perceived image
contrast and do not describe perceived contrast
directly.

Decision weights bf are plotted in Figure 4a through
d for each subject. Each function peaked at spatial
frequencies between 1.5 and 6.0 cpd. Two of the
subjects (S1 and S3) had weighting functions peaking
closer to 1.5 cpd with the other two peaking between
3.0 and 6.0 cpd (author AH and S2). Coefficients for all
subjects were negative for content in the lowest two
spatial frequency bands (.09 and 0.19 cpd) and for the
high-frequency residual band (12.0þ cpd). All subjects
had positive coefficients for the 1.5-cpd band. The main
experiment was conducted at a distance of 1 m, but
1,000 trials were also collected for two subjects (S1 and
AH) at 2 m with no changes to the display. The 1 and 2
m data are replotted in Figure 4e as functions of image

Figure 4. (a–d) The y-axis is the coefficient b from Equation 3 that relates subject choices as to which image has higher contrast to

fluctuations in band contrast. The x-axis plots spatial frequency in cpd except for in (e). Solid symbols are data from the main

experiment. Open symbols in (a) and (b) are for the 2 m viewing condition. The ‘‘x’’ symbols in (a) are for a control condition in which

the two test images in each trial were not the same. The curves are third-degree polynomials, used for interpolating the peaks of the

weighting functions. The arrows near the x-axes indicate the ‘‘peak weighted frequency,’’ the argmax of the curves. (e) Replots the 1

m and 2 m data from (a) and (b) as a function of cpp. The evident shift in weighting function position between viewing distances

shows that it is retinal spatial frequency that matters to the subjects. (f) Data for two subjects who were not informed as to the

separability of image blur and contrast.
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frequency (cpp). The functions appear aligned to
angular retinal frequency (cpd) (in Figure 4a and b)
rather than image frequency (cpp). From this, we
conclude that the proper axis on which to present our
results is in units of cycles per degree of visual angle.
Figure 4f shows data for two additional subjects who
were not instructed as to the distinction between
contrast and blur; the weighting functions for these two
subjects closely resemble those of the original four
subjects. Figure 4a also includes data from a version of
the experiment in which the two test images were not
drawn from the same source image (‘‘x’’ symbols); this
weighting function resembles the one from the main
experiment although its amplitude is less (because
‘‘strong’’ choices were less frequent: this version of the
experiment is much more difficult).

Results 2: Importance of scene
statistics

By measuring the weighting coefficients over all trials
of the experiment, we are assuming that only the
random weighting vectors (x) were varied. However,
the scene content was not controlled, and a wide
variation in content was present by displaying different
scenes in each trial and by allowing subjects to freely
explore the stimuli. Complex image structure interacts
with contrast perception through phase structure
(Huang et al., 2012), overlay and surround masking
(Chubb, Sperling, & Solomon, 1989; Kim, Haun, &
Essock, 2010), and orientation biases (Essock, DeFord,
Hansen, & Sinai, 2003). Different images will contain
different textures and different edges and surfaces at

different scales and orientations, so it is reasonable to
suppose that scene structure may influence global
estimates of image contrast. The large spatial extent of
the test images, the instructions given to the subjects
that they should make every effort to consider the
entire area of the test stimuli, and the likely large
individual variation in how they satisfied this instruc-
tion, make consideration of local scene statistics
untenable. Instead, we consider here the effects of
global scene statistics on the weighting of different
spatial scales in judgments of perceived contrast.

Amplitude spectrum slope

The slope a of the radially averaged spatial
frequency amplitude spectrum is a useful scalar
measure of the general appearance of an image. This
statistic describes the distribution of physical contrast
over spatial frequency, thus predicting the spatial
frequency distribution of contrast responses of an
image-sensing system (Field, 1987). Measured in the
Fourier domain, a is the exponent of a power function
fitted to the radially averaged amplitude spectrum. We
did this for each (undistorted source) test image (Figure
5a). For each subject, trials were sorted into six bins
(333 or 334 trials each) according to the a value of the
original test image for each trial. We measured
decision-weighting functions for each bin using Equa-
tion 3, and the peaks of the weighting functions were
estimated by taking the argmax of a third-order
polynomial fitted to each function (the arrows in Figure
4; see Appendix C for more detail). These peaks,
averaged over four subjects, are plotted against a in
Figure 6a. The peak-weighted frequency tends to
higher frequencies for shallower (less negative) a values;

Figure 5. Basic image statistics for the (unaltered 480 · 480 source) test images. (a) Log-log slope a of the radially averaged amplitude

spectrum. The area of each bar represents a similar proportion of the test images (21 or 22 of the 516 images in alternation) covering

the range indicated on the abscissa. The alternating colors demarcate the six bins for which separate weighting functions were

calculated in Figure 6. (b) Spatial average of the Canny-filtered images, interpreted here as ‘‘edge density’’ with the same convention

as in (a). (c) Scatter plot of the 516 test images showing that there is only a moderate correlation (¼ .447) between the two statistics.
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this makes sense because shallower a means more high-
frequency contrast. Peak frequency changed on average
by about 1.7 octaves over the a range shown in Figure
6a.

Figure 6a also plots peak-weighted frequencies for
the models described in the previous section. CSF þ P
(solid round symbols) performs just like the human
observers. CSFob and CSF þW weight lower
frequencies than the human observers and are more
affected by changes in a. RMSob fails completely:
When a is less than�1.0, the RMSob chooses
according to the lowest frequency contrasts, and when
a is greater than�1.0, it goes by the highest frequencies.
For the CSFþW and CSFþ P models, performance is
robust to small changes in the overall magnitude of the
gain control strength; it’s the way the gain control
varies with spatial frequency that seems to do the trick.
Having stronger gain control toward low frequencies
(in the CSF þ P) keeps the peak-weighted frequency
higher than it would be otherwise. Meanwhile, the
high-frequency contrast attenuation by the monitor
MTF keeps the peaks from running up to the top of the
measurement range: If the MTF is removed (X symbols
in Figure 6a), the peak-weighted frequency increases
steadily with spectral slope until it tops out at the
highest measured frequency.

Edge density

For large, complex images like those used here, the
amplitude spectrum slope says relatively little about the
specific, identifiable spatial structure of an image—this

being defined to a larger extent by the information in
the phase spectrum (Oppenheim & Lim, 1981). A
measure of the bulk structure of an image is its edge
density, the amount of image area that is occupied by
edges (Bex et al., 2009; Hansen & Hess, 2007); Bex et al.
had proposed that local edge density might be related
to the strength of contrast-gain control, which would
affect judgments of perceived contrast. We measured
edge density by taking the spatial average over the
Canny filtered test images using the default Matlab
‘‘edge’’ function parameters; the distribution of values
is shown in Figure 5b. Edge density and amplitude
spectrum slope were correlated for our image set, but
Figure 5c shows the correlation to be weak enough (q¼
0.447) that the two measures can be understood to sort
images into different groups. Dividing our trials into six
groups by edge density and performing the same
analysis as in the previous section, results were
obtained as shown in Figure 6b. The dependence of
peak frequency on edge density was not as clear as the
dependence on spectral slope. Peak frequency increased
by an average of 0.9 octaves over the edge density range
shown in Figure 6b. In general, it does not seem that
the edge density had a strong effect on which spatial
frequencies subjects used to estimate image contrast.
The performance of the different contrast models is
also illustrated in Figure 6b; again the CSF þ P is a
close match to human performance with the CSFob
and CSFþW preferring lower spatial frequencies. The
RMSob averages to generally low-pass performance,
choosing images based on the lowest spatial frequen-
cies.

Figure 6. Peak-weighted spatial frequencies for weighting functions calculated from subsets of the data, divided into bins according to

(a) the amplitude spectrum slope of the original image and (b) the edge density of the original image. Human data is averaged over

the four subjects shown in Figure 4a through d and illustrated by the thick red line with the error bars corresponding to 95%

confidence intervals around the means (Loftus & Masson, 1994). The model that produces simulated behavior most similar to

humans is the CSFþ P with the other two CSF models (CSFob and CSF þW) consistently peaking at lower frequencies. RMSob’s

behavior doesn’t resemble the humans at all. The X symbols are for the CSF þ P model with no monitor blur applied to the input

images.
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Local luminance

The magnitude of light versus dark regions was not a
controlled variable in our experiment, but luminance
distributions in natural scenes are not symmetric
(Brady & Field, 2000) with this asymmetry dependent
on both the phase and amplitude spectra. Thus, by
altering the amplitude spectra, we were necessarily
altering the luminance distributions, and creating room
for selection. By treating the luminance distributions of
our images as stimuli for selection, we attempted to
recover our subjects’ selection biases for luminance
polarity in their judgments of image contrast.

Mean luminance of the display was allowed to vary
across trials in order to maximize bandwidth for
contrast display, but the two test images compared
within each trial always had the same mean (DC).
However, local luminance, understood as the mean
luminance within the spatial extent of a filter of scale s
(Kingdom & Moulden, 1992; Peli, 1990), did vary
between the two tests because it is directly related with
local contrast. We obtain our definition of local
luminance from Peli (1990), who calculated local
luminance at scale s and spatial position x by summing
together all lower spatial frequency filter responses at
the same position:

Lðx; sÞ ¼
Xs�1

/¼0

h/*IðxÞ: ð4Þ

Here, u is the order of the filters described in
Methods as used to create the experimental stimuli;

L(x,1) is defined as the mean luminance of the image
(i.e., the local luminance relative to the coarsest
contrast scale). The same calculation is involved in
computing the band-limited contrast, which was used
as input to the models we tested.

We analyzed local luminance by looking at lumi-
nance histograms (over all trials for each subject) for
the test images at each of the eight scales availed by the
filter set. In aggregating the histograms, all pixel
luminances were normalized by dividing out the DC of
each image. This aligned the histograms at two points:
The DC was fixed at 1.0, and black was fixed to zero.
This normalization scheme is similar to the reasonable
assumption that most of the luminances in an image are
from the same illuminant, and so if one luminance
changes, all others will change by the same ratio. With
this assumption the normalization can be understood
as being applied to each scene’s illuminant so that black
is always black (zero), all scenes have similar reflectance
distributions, and white is the brightest local luminance
in a particular scene (Gilchrist et al., 1999), indepen-
dent of both the mean and black.

All human subject data is pooled for Figure 7 as
proportions of total pixels included (;3.68 · 109).
Figure 7a shows the distribution of local luminances
for s¼ 6—around 3 cpd—near the peak of the decision
weighting functions for most of our human subjects.
The skewed distribution typical of natural scenes
(Brady & Field, 2000) is apparent. Consider the pixels
of the luminance histograms as discrete samples of
local luminance. If we treat the local luminance
histograms over all test images (chosen and rejected)

Figure 7. (a) Local luminance distributions for test images at the average peak-weighted scale, presented as the probability of a

discrete picture element having the normed luminance indicated on the x-axis for all test images seen by the main human subjects of

Figure 4a through d (solid orange line, P[L]) and for only the test images chosen as having higher contrast (dotted blue line, P[LjC]).
Note the positive (brightward) skew characteristic of natural scenes. (b) Probability of a pixel being chosen given its luminance P(CjL)
as calculated with Bayes’ formula. For the human subjects (thick red line), local luminances (and, thus, images that contain them) are

more likely to be chosen the darker they are from the image mean. For the CSFþ P gain control model, this dark-biased behavior is

seen only when contrast is computed with respect to local luminance (dashed black line) and not when computed against the DC

(blue line). In (a) and (b), probabilities are shown for luminances that appeared at a rate of at least 25 pixels per test image, the lower

termini of the lines in (a).
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as representing the probability P(L) of a random pixel
(at a given scale) having local luminance L; and over
chosen images as representing the probability P(LjC)
of a random pixel having luminance L given that it
was chosen (i.e., belonged to a chosen image); and if
the probability that a pixel (belonging to an image)
that was chosen is 0.5 (subjects had to choose between
the left or right test images); then we can estimate the
likelihood of a pixel being chosen given its local
luminance L by using Bayes’ formula: P(CjL) ¼
P(LjC)P(C)/P(L). As shown in Figure 7b (thick pink
line), subjects displayed a strong bias toward choosing
pixels (and thus their containing images) with darker
rather than brighter local luminances. This is true
despite the fact that there is a much greater dynamic
range available for very bright pixels, which are
several times stronger than the image mean (e.g.,
specular reflections or patches of sky light). Whether
or not an image contained very bright regions, even
several times the DC, did not particularly drive subject
choices. For the CSF þ P model to reproduce this
aspect of human performance, it was enough that the
linear filter responses were measured with respect to
the local luminance (Peli, 1990) as shown by the
dashed black line in Figure 7b; removing this
computation removed the dark bias (blue line in
Figure 7b).

Discussion

We have analyzed the results of an experiment in
which human subjects compared the apparent contrast
of two complex images having identical phase spectra
but randomly different amplitude spectra. The humans
responded as though contrast at spatial frequencies
between 1 and 6 cpd contributed most to the perceived
contrast of the test images. By using simulations, we
showed that a CSF with converging transducers, with
or without flat-weighted contrast-gain control, is not
enough to explain performance in the task and
demonstrated that a gain-control structure biased
toward suppression of low spatial frequencies is a good
predictor of performance. Studies of visual sensitivity
have indicated the existence of such a bias through
measurements of threshold changes (Bex et al., 2009;
Webster & Miyahara, 1997) or by direct estimation of
gain-control coefficients (Haun & Essock, 2010; Meese
& Holmes, 2007).

Contrast polarity

We also presented evidence that in judging image
contrast, dark regions are more important to human

subjects than light regions. In judgments of the contrast
of simple patterns, dark regions may count more than
light regions (Chubb & Nam, 2000; Kontsevich &
Tyler, 1999; Peli, 1997; Whittle, 1986). In judgments of
brightness (‘‘monopolar’’ perceived contrasts), there is
clearly more perceptual gain per change in luminance
for negative than for positive contrasts (Whittle, 1992).
Kingdom and Whittle (1996) speculated that the
minimum local luminance (for a given contrast scale)
determined the response gain for contrast transduction.
There is physiological evidence that the dark-sensitive
regions of contrast-encoding neurons as late as the
primary visual cortex are more densely innervated (Dai
& Wang, 2011; Yeh, Xing, & Shapley, 2009), so
contrast relative to local luminance may be driven more
by dark than by bright image regions (Komban,
Alonso, & Zaidi, 2011), perhaps via a gain-setting
mechanism like that proposed by Kingdom and
Whittle. Our model replicates human performance by
computing local contrasts with respect to local lumi-
nance, so darker regions will be associated with higher
contrast responses; it is also possible that dark-sensitive
neurons early in the visual stream produce a response
biased toward darker luminances (negative contrasts)
directly (Komban et al., 2011; Yeh et al., 2009).
However, we cannot distinguish between these alter-
natives with the present study. It may be common
knowledge, especially in applied vision research, that
the black level of a display is important to good image
quality (it is obviously a selling point in display spec
sheets), but we believe that we have presented the first
concrete evidence that the apparent contrast of a
complex, photographic image is crucially dependent on
the darkness of the dark regions and not on the
brightness of the light regions. With simpler stimuli,
there have been numerous findings that indicate
perceptual judgments related to brightness variance or
contrast are driven disproportionately by dark texture
elements (Chubb & Nam, 2000; Komban et al., 2011;
Peli, 1997; Whittle, 1992). We have shown that if
subjects are given the neutral instruction of ‘‘choose the
higher contrast,’’ they will tend to choose images with
darker dark regions. We can therefore point to this
aspect of our results as evidence that our subjects were,
as instructed, basing their judgments of image contrast
on some quantity closely related to spatial luminance
variance. The main results of the experiment demon-
strate biases in scale that contribute to those judg-
ments.

Contrast constancy

Contrast constancy seems consistent with our
subjective percepts, as it is not obvious that the
phenomenal strength of images is biased toward one
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scale or another. In fact, the usual rationale for
contrast constancy, either suprathreshold (Georgeson
& Sullivan, 1975) or near threshold (Peli, Yang, &
Goldstein, 1991), is similar to the rationale for size
constancy: Changes in image size or contrast could
result either from optical interactions with the world or
from changes in the world itself, and only the latter are
of ultimate importance to perception. However, the
results of our experiment are not consistent with
contrast constancy in viewing of broadband images.
According to the standard view, the perception of
broadband patterns is essentially locked with respect to
the narrowband components (Watt & Morgan, 1985);
what is experienced is a broadband percept with a
particular salience. What we have shown is that the
phenomenal strength of these broadband percepts is
disproportionately determined by midrange spatial
frequencies. However, if we remove the display MTF
from the model, its peak-weighted responses are shifted
to higher frequencies (the blue X symbols in Figure 6),
especially for the shallower-a images in which peak-
weighted frequency reaches the limits of the measure-
ment range (12.4 cpd). This occurs even though these
test images are still subject to the camera and image
interpolation MTFs. The CSFþ P model thus predicts
that responses to contrast in naturally viewed broad-
band images can be highest at very high spatial
frequencies approaching (as high as an octave away
from) the acuity limit.

Gain control biases

It is unclear whether or not narrowband contrast
masking involves a spatial frequency bias in gain-
control strength because there are few studies that have
surveyed this aspect of spatial vision. Measurement of
spatial frequency tuning functions for overlay masking
are suggestive of stronger gain control for low spatial
frequencies (Cass, Stuit, Bex, & Alais, 2009; Meese &
Holmes, 2010; Wilson, McFarlane, & Phillips, 1983),
but it is most significant that Meese and Holmes (2007)
have shown that cross-orientation masking is stronger
for high-speed targets, i.e., for patterns with low spatial
frequency and high temporal frequency. Natural scene
images modeled as a sequence of fixations tend to have
increasing spectral power with increasing component
speed at the same time that higher speeds correspond to
lower spatial frequencies; a consequence of this
(detailed in Appendix D) is that low spatial frequency is
on average equivalent with high speed. So we should
expect biased suppression of low spatial frequencies
given the structure of our stimuli and Meese and
Holmes’ result. We also note that some early studies of
contrast adaptation could be read as suggesting the
existence of gain control mechanisms that may

themselves be suppressed (Greenlee & Magnussen,
1988; Klein & Stromeyer, 1980; Nachmias, Sansbury,
Vassilev, & Weber, 1973; Tolhurst, 1972). The study by
Nachmias et al. is especially interesting in this respect
as they seemed to show that adapting to harmonic
patterns reduced or eliminated adaptation to the
higher-frequency components. As support for the flat
gain control hypothesis, we could point to models of
blur adaptation, which have been successful at repro-
ducing human performance with an adaptive gain
control that is constant over spatial frequency (Elliott,
Georgeson, & Webster, 2011; Haun & Peli, 2013a).
However, although these models are structurally linked
to spatial vision mechanisms, they may be describing
sufficiently high-level processes that the nonlinearities
of contrast transduction are less relevant than in
judgments of perceived contrast.

If there is indeed a frequency bias in response
suppression for broadband images, we can speculate
as to the utility of such a system. The concept of
response normalization is based in arguments from
metabolic efficiency: If the nervous system can
represent a scene just as well with less neural response,
then energy is conserved and can be put to other
purposes, and so such a route is likely to be taken (in
development or evolution). In other words, excessive
neural response is redundant and is beneficial to
reduce. If we put this argument to the fact that image
features like edges will stimulate neural responses
simultaneously at multiple scales (Georgeson et al.,
2007; Marr & Hildreth, 1980; Peli, 2002), then we
might ask whether some of these responses—to, e.g.,
low-frequency contrasts that carry information that
can be recovered from higher frequency information
(Dakin & Bex, 2003; Elder, 1999; Peli, 1992)—are
more expendable than others.

Keywords: contrast gain control, perceived contrast,
reverse correlation, contrast contancy, natural scenes
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Appendix A: Modeling perceived
contrast

Models of contrast perception

In the following sections, we describe the model
components that are both sufficient to emulate human
performance in our experiment and consistent with the
broader contrast-perception literature. The first com-
ponent is a CSF. The second is a nonlinear contrast
transducer of the familiar form, producing dipper-
shaped contrast discrimination functions (Legge &
Foley, 1980). The third is a spatial-frequency bias in
contrast gain-control strength (Haun & Essock, 2010).
The fourth is that the contrast input to the model is
relative to local luminance. Except for the third
component, all of these are uncontroversial features of
spatial vision.

CSF and nonlinear transducer

The CSF is usually not considered to contribute
much to suprathreshold contrast perception (Brady &
Field, 1995; Georgeson & Sullivan, 1975) although
some studies suggest that component contrasts are not
perceptually constant with scale (Bex et al., 2009; Haun
& Essock, 2010) or even that they are consistent with
the blank-adapted CSF (Bex & Makous, 2002; Kuli-
kowski, 1976). Models of broadband contrast sensi-
tivity, especially those used in the study of image
quality and discrimination (Chandler & Hemami, 2007;
Lubin, 1995; To, Lovell, Troscianko, & Tolhurst,
2010), use human CSFs to set thresholds for nonlinear
contrast transducers that converge at high contrasts.
Despite this high contrast constancy, these sorts of
models would still be expected to give larger overall
responses to contrasts near the CSF peak (lower
threshold) because most image contrasts are low
relative to the thresholds (Brady & Field, 2000) and
thus will indeed produce, in the aggregate, CSF-
modulated responses.

Cannon’s spatial model of perceived contrast (Can-
non, 1995; Cannon & Fullenkamp, 1991) is a good
starting point for any model of perceived contrast of
spatially extended patterns. It incorporates the familiar
nonlinear transducers, compulsorily combined over
frequency (through Minkowski summation), which can
also be used to predict contrast discrimination and
detection (Swanson et al., 1984). Simplifying some-
what, for a given spatial location x, Cannon’s model is
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expressed as
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where C is a linear, band-pass measure of contrast, and
R is perceived contrast at image location x. Here, z sets
the transducer threshold and is dependent on frequency
f; r scales the transducer, so it can be equated with an
arbitrary performance measure (d’ in our case; we set r
¼ 40), and is constant with frequency (which, in itself,
implies a deblurring operation of the sort described by
Georgeson & Sullivan (1975) and Brady & Field (1995);
p and q set the rate of response change with contrast
change (we set these to typical values of 2.0 and 0.4,
respectively; cf. Legge & Foley, 1980); and M values
greater than 1.0 bias the response R toward stronger
frequency-specific (winner-take-all) responses. We set
M equal to 4.0, as per Cannon & Fullenkamp (1991)
and Swanson et al. (1984). The input to the function is
the rectified response jCj of a cosine-phase filter to the
image at position x (we used the same nonoriented
filters as were used to generate the test stimuli, cf.
Methods). In Cannon’s original model, the z term was
partly dependent, via spatial normalization, on the area
of the stimulus, and the observer’s judgments were
based on a MAX operator over R(x). We instead made
the final estimate another Minkowski sum over space
with the same exponent M, reflecting the dispropor-
tionate effects that high local contrasts would likely
have on observer judgments:

R ¼ 1

N

�XN
x¼1

RðxÞM
�1

M=

ðA2Þ

Here, N is the number of pixels (filter locations and
discrete responses R) in the test image. For experiment
simulation, a random value with unit Gaussian
variance was added to each computed R value. The
human contrast thresholds were used to set the z values
of Equation A1 by solving for the following (a
rearrangement of the transducer of Equation A1 at
threshold):

zpf ¼
r

d0
� t pþq

f � tf
p ðA3Þ

where t was the value of a smooth function (Haun &
Essock, 2010; Yang, Qi, & Makous, 1995) fitted to the
average thresholds for our subjects, which allowed for
different filter frequencies to be used if desired. d’ here
was set to 1.0, near the threshold level sought in the
human CSF measurement (Appendix B).

We did not include any variation in sensitivity with
visual field location. Because the observers were free to
foveate the entire display, we assume that our results
mainly reflect what was seen in the central visual field,

and so the spatial summation of Equation A2 can be
considered a spatiotemporal summation over many eye
movements. On a related point, we interpret the spatial
M-norm of Equation A2 to reflect the disproportionate
impact of strong local contrasts on observer judgments,
including the higher likelihood that these contrasts will
be foveated (Reinagel & Zador, 1999), rather than a
lower-level pooling mechanism, which is unlikely to
take the form of a high-M norm (Meese & Baker,
2011).

The simulated observer chose the test image in each
trial that produced the larger R value.

Pattern masking/contrast gain control

Adaptation and suppression are ubiquitous pro-
cesses in spatial vision that affect contrast perception
and have been included in successful models of image
discriminability (Teo & Heeger, 1994; To et al., 2010;
Watson & Solomon, 1997). Measurements of contrast
sensitivity at different spatial frequencies during
viewing of broadband patterns (Haun & Essock, 2010),
after adaptation to the same (Bex et al., 2009; Webster
& Miyahara, 1997), or with narrowband cross-oriented
masks (Meese & Hess, 2004) all suggest that masking
and/or adaptation processes are stronger toward lower
spatial frequencies. The functional form of this bias has
not been described, but estimates by Haun and Essock
(2010) are generally consistent with adaptation strength
inversely proportional to spatial frequency if the
adaptation is formulated as an increase in transducer
threshold (the denominator in Equation A1) dependent
on stimulus contrast (Foley, 1994; Foley & Chen,
1997):
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Here, wf is the gain-control weighting term,

analogous to wi in Equation 2. For model CSF þ P,
wf was set equal to a/f1/p, similar to the dependence
of gain control on stimulus speed (temporal divided
by spatial frequency) observed by Meese and Holmes
(2007); see Appendix D for more discussion on this
point. The general configuration is similar to Foley’s
(1994) model as expressed in Equation 2 except that
the filters here are not oriented, and the source and
target of masking are always identical. So wherever
there is contrast, there will be masking. This is a very
simplified representation. There are suppressive
interactions between distant spatial frequencies (Fo-
ley, 1994; Greenlee & Magnussen, 1988; Huang et al.,
2012; Meese & Hess, 2004), different orientations
(Foley, 1994; Meese & Holmes, 2007), and different
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spatial locations (Chen & Tyler, 2008); contrast
adaptation can be considered a type of self-suppres-
sion (Foley & Chen, 1997; Greenlee & Heitger, 1988;
Wilson & Humanski, 1993). Any given image
contrast will mostly likely be influenced by one or
more of these types of masking, all of which have
functional similarities, with spatial suppression being
a possible exception (Chen & Tyler, 2008). The
formulation of Equation A4 is intended to represent
an average or agglomeration of these different
processes.

This arrangement, with a set to 0.5 (the gain
control scheme, including the constant value, was
adjusted in coarse steps to produce the observed fit to
the human data), is sufficient to reproduce the general
form of results obtained by the psychophysical studies
cited above. This model is the model CSFþP referred
to in the main text. Model CSF þW was similar
except that the masking coefficient w was fixed at 0.5,
making the effect of gain control constant over all
frequencies and giving CSF þW a similar overall
response magnitude as CSF þ P. With w set to zero,
we have model CSFob.

Contrast polarity

By taking the filter responses directly and feeding
them into Equation A4, we are implicitly measuring
contrast with respect to the image DC. Light adapta-
tion is a retinotopically local process, so this is an
inaccurate means of measuring contrast. By taking the
local luminance into account when calculating the filter
responses, we can make more physiologically and
perceptually meaningful measures of image contrast:
the band-limited contrast (Peli, 1990). With the
definition of local luminance L(s) given in Equation 4
(in the main text), we adopted the following definition
of band-limited contrast (BLC) C:

Cðx; sÞ ¼ jCðx; sÞj
max Lðx; sÞ=Lðx; 0Þ; e½ � : ðA5Þ

Here, e is a small value to prevent division by zero.
Recall that s refers to a given contrast scale, so
contrasts at scale s will be measured against the sum of
all frequencies at lower scales, relative to the DC. This
means that if the local luminance is equal to the DC,
contrast will be as with the original filter response jCj.
Importantly, if L(s) is higher than the DC, the contrast
response will be less, and if L(s) is lower than the DC,
the contrast response will be greater. A similar
relationship between contrast perception and local
luminance was described by Whittle (1986, 1992), who
noted that the local minimum luminance seemed to
exert an important influence on perceptual gain for
increments or decrements in luminance, thus deter-
mining judgments of brightness and darkness.

An alternative approach to accounting for the
luminance polarity effect would be to implement an
imbalance in the gains of negative (dark) versus
positive (light) polarity filters. This would be in line
with neurophysiological evidence that suggests a
numerical bias for off-center neurons in the primary
visual cortex (Yeh et al., 2009). To simulate such an
imbalance, we increased negative C(x) responses by
50% and decreased positive C(x) responses by the same
amount. This manipulation had no effect on the
luminance-weighting functions (not shown). The rea-
son for this is that the within-band distribution of
positive and negative responses is symmetric—deter-
mined by the symmetry of the filters—so when there are
negative responses in one location, there will be positive
responses of similar magnitude elsewhere; the asym-
metry of natural luminance distributions is the result of
phase correspondences over multiple scales, which are
not encoded in the individual contrast bands. A simple
imbalance in the responsiveness of negative versus
positive filters is not enough to explain human
performance in this task. Sensitivity to local luminance
must be incorporated at some point. The reason that
using band-limited contrast emulates the human
performance is that it incorporates local luminance into
contrast calculations in such a way that lower
luminances are associated with higher contrasts so that
suppressed low-frequency contrasts are still represent-
ed, in a way, in responses to higher frequencies.
Although most primary visual cortex neurons are
relatively insensitive to local luminance, it has been
shown that those cortical neurons that do encode local
luminance mostly encode darkness and that most of
these are still predominantly driven by contrast (Dai &
Wang, 2011). We speculate that if our model—which
falls a bit short of human performance as shown in
Figure 7—used filters sensitive to local luminance,
rather than the precisely band-pass filters used, we
could then adjust the strength of this sensitivity in
negative versus positive filters to obtain results even
more similar to the human data.

Appendix B: Observer CSFs and
monitor MTF

Threshold measurement

To calibrate the perceived contrast models, we
measured our observers’ thresholds for band-pass
versions of the test images. The same raised-cosine
filters used in the main experimental manipulation
were used to produce the test images, which were
normalized so that their RMS contrast could be
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directly specified. Display conditions (distance, mon-
itor calibration, etc.) were similar to the main
experiment except that display mean luminance was
kept constant at 39 cd/m2. Thresholds were measured
with a three-down one-up staircase varying band
contrast in 1 dB steps, where subjects indicated which
side of the screen contained a target image. Trials
were untimed (as with the main experiment) with
numeric cues at the center of the display to inform
subjects as to what scale they were looking for on a
given trial (numbers ranging from one to eight for the
eight bands; the cues were explained with high-
contrast demo stimuli before the task was run).
Sixteen staircases were randomly interleaved in blocks
of 512 trials (32 trials each), eight for each band on
each side of the screen. Threshold was defined as the
contrast yielding 81% correct and was estimated by
fitting a logistic function to the trial data. Each
subject ran either three or four blocks of the detection
task for a total of 192 or 256 trials per threshold
estimate. The four subjects’ CSFs (Figure B1a) were
averaged and used (via a fitted function) to establish
the simulated observer’s thresholds as described in
Appendix A. Model thresholds are plotted in Figure
B1a (black asterisks) and were obtained by finding the
band RMS contrasts that, on average, brought
Equation A4 to a value of 1.0 (with the masking term
set to zero—effectively the CSFob of Equation A2
was used).

MTF measurement

We measured the voltage modulation of a photodi-
ode response (OTR-3, Messtechnik) to square wave
gratings of variable spatial frequency drifting slowly (1
px/s at the 100-Hz refresh rate) past a 1 mm slit
aperture, emulating the method prescribed by Pelli and

Zhang (1991) and Brainard, Pelli, and Robson (2002).
Measurements were made with the grating/slit oriented
with or against the raster. Because the slit sat over 2.67
pixels, the measured modulation was divided by values
computed for an ideal system with no blur and the
same pixel and slit dimensions as the physical system.
The ideal system was a 2.67-pixel aperture convolved
with the test square waves, which produced a blurred
wave; the RMS power of the (convolved) output wave
was divided by the RMS power of the input wave.
These ratios represent the blur of the measurement
technique. The RMS power of the photodiode response
at each spatial frequency was divided by the technique
ratios, which were fit with a Gaussian function of
spatial frequency; this was then scaled to unity at the
DC (Figure B1b). The outer product of the with- and
against-raster functions (the Fourier transform of the
pixel spread function) was used to attenuate the
amplitude spectra of the test images used in the
experiment simulations. By this procedure, we only
took into account the linear blur of the display and
ignored more complex nonlinear CRT artifacts (Gar-
cia-Perez & Peli, 2001).

Appendix C: Peaks of the weighting
functions

For the analyses shown in Figure 6, we interpolated
the weighting-function peaks by fitting each function
with a third-order polynomial. Figure C1 shows
polynomial fits to the weighting functions for four
subjects and one model observer (rows) whose trials
were divided into six groups according to the a value
for the test images in each trial. The maxima of the
polynomials within the bounds set by the highest and

Figure B1. Empirical functions used to calibrate the models described in the text. (a) CSFs for four human observers (colored markers

and lines) and for the simulated observers (black Xs, black line). (b) The modulation transfer function for the experiment display.

Symbols are estimated attenuation measurements; lines are Gaussian fits (in units of spatial frequency).
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lowest test frequencies were used to interpolate the
peak-weighted frequencies plotted in Figure 6. Any
number of other calculations might have been used to
estimate the peaks of the weighting functions, but we
think that readers will agree that other methods would
have yielded similar estimates. At this level of detail,
the similarity between human and model performance
is apparent. In one respect, there is an obvious
divergence: The human weighting functions tend to
deflect toward zero at the lowest spatial frequency
band whereas the model observer does not. This may
reflect the absence (Kontsevich & Tyler, 2013) or some
fundamentally different qualities (Wilson et al., 1983)
of very low frequency channels in the human
observers.

Appendix D: Speed spectra of
natural scene sequences

We asserted in the Discussion that a sequence of
fixations of a static natural image will yield a
spatiotemporal power spectrum in which speed is
inversely proportional to spatial frequency and inde-
pendent of temporal frequency. In combination with
Meese & Holmes’ (2007) finding that (for simple
grating stimuli) contrast gain–control strength in-
creased proportionally to the square root of stimulus
speed, this seems to be enough to explain the gain-

control pattern implicated in the results of our
experiment. To examine the spatiotemporal structure
of sequentially fixated static imagery similar to what we
used in our experiments, we used as a ‘‘fixation source’’
randomly selected scenes from the original experiment
with a resolution of 1024 · 1024 pixels. We modeled
periodic fixation as sequences of 16 128 · 128-pixel
patches drawn from random locations within the
source image. Each fixation patch was repeated in 16
consecutive ‘‘frames,’’ so the sequence consisted of a
stack of 256 patches:

p1;1 p1;��� p 1;16

h i
p���;1 p���;��� p ���;16

h in
p16;1 p16;��� p 16;16

h ig
Each 256-frame sequence was scaled to a 4-s period,

so there were four ‘‘fixations’’ per second (close to the
typical duration of a fixation while free viewing a
natural scene; Henderson, 2003), and the patches were
scaled to 28 across (H/V).

We then took the spatiotemporal power spectrum of
the sequence (using the Matlab fftn( ) function) and
filtered this with an array of spatiotemporal filters with
Gaussian orientation profile (width at a half height of
458 at the four cardinal orientations), log Gaussian
spatial frequency profile (1 octave width, octave spaced
from 1 to 32 cpd), and log Gaussian temporal
frequency profile (1 octave width, spaced from 1 to 16
Hz). The sums of the filtered power spectra—propor-
tional to the RMS contrast of the filtered sequences—

Figure C1. Decision-weighting functions (blue symbols), fitted polynomials (red lines), and peak-weighted frequencies (dashed black

lines) for the four main subjects of Figure 3 and the most successful model we tested, CSFþ P. These are the data that produced the

peak-weighted frequencies plotted in Figure 6.
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averaged over orientation are plotted in Figure D1a.
The dotted lines represent speeds with constant spatial
frequency but changing temporal frequency (speed
increases with temporal frequency when spatial fre-
quency is constant, so for each dotted line, temporal
frequency increases from left to right); the solid lines
represent speeds with constant temporal frequency but
changing spatial frequency (speed decreases with
increasing spatial frequency, so for each solid line,
spatial frequency decreases from left to right). There is
clearly a progression from less power at low speeds to
more power at high speeds, especially along the iso-
temporal–frequency (solid) lines. A normalization
system, considered within a given temporal frequency
band, would see higher power at and should exert more
suppression on lower spatial frequencies.

To clarify what is happening in Figure D1, we can
collapse over temporal frequency, showing directly the
relationship between speed and spatial frequency. We
used the total power for each spatiotemporal filter to
calculate a weighted mean over temporal frequency
(with f and g representing spatial and temporal
frequency, respectively):

Vð fÞ ¼

X
g

g
f
Pðg; fÞ

X
g

Pðg; fÞ

It is not hard to see that if the average temporal
frequency is flat over spatial frequency, the average
speed will be inversely proportional to spatial fre-
quency; because sequential views of static imagery
contribute the same temporal modulation to every
frequency, we should expect this to be so. Figure D1b
shows that V(s) is exactly the inverse of spatial
frequency times a constant. Given this equivalence
between spatial frequency and speed, the gain control–
weighting scheme we used in Equation A4 is nearly
identical to that found by Meese and Holmes (2007).
Their masking term w was equated to around .04 ·
V0.5, and in equivalent terms, our masking term of 0.5/
f1/p comes out to around 0.29 · V0.5 (by combining our
masking term with the power function of Figure D1b).
This difference in strength (almost an order of
magnitude) may reflect the contribution of multiple
suppressive influences—all with the same speed bias—
to the gain control mechanism.

Figure D1. (a) Power/speed plots for 128 natural scene patch sequences (averaged after filtering). The x-axis is speed, the ratio of the

peak spatial and temporal frequencies of a spatiotemporal Gaussian filter. The y-axis is the sum of the filtered power spectrum of the

model fixation sequence. Solid lines are for speeds with the same temporal frequency (for each line color, according to the legend)

but variable spatial frequency, and the dotted lines are for speeds with the same spatial frequency but variable temporal frequency.

(b) The average speed for each spatial frequency shown in the left panel. The y-axis shows the average speed of the dotted lines in

panel (a), weighted by spectral power.
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