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Magnifying Smartphone Screen Using
Google Glass for Low-Vision Users

Shrinivas Pundlik, HuaQi Yi, Rui Liu, Eli Peli, and Gang Luo

Abstract—Magnification is a key accessibility feature used by
low-vision smartphone users. However, small screen size can lead
to loss of context and make interaction with magnified displays
challenging. We hypothesize that controlling the viewport with
head motion can be natural and help in gaining access to magni-
fied displays. We implement this idea using a Google Glass that
displays the magnified smartphone screenshots received in real
time via Bluetooth. Instead of navigating with touch gestures on
the magnified smartphone display, the users can view different
screen locations by rotating their head, and remotely interacting
with the smartphone. It is equivalent to looking at a large virtual
image through a head contingent viewing port, in this case, the
Glass display with field of view. The system can transfer
seven screenshots per second at 8 magnification, sufficient for
tasks where the display content does not change rapidly. A pilot
evaluation of this approach was conducted with eight normally
sighted and four visually impaired subjects performing assigned
tasks using calculator and music player apps. Results showed
that performance in the calculation task was faster with the Glass
than with the phone’s built-in screen zoom. We conclude that
head contingent scanning control can be beneficial in navigating
magnified small smartphone displays, at least for tasks involving
familiar content layout.
Index Terms—Google Glass, low-vision aid, screen magnifica-

tion, smartphone app.

I. INTRODUCTION

L OSS of visual acuity (VA), caused by various conditions
such as age related macular degeneration (AMD) or optic

nerve atrophy, leads to difficulty in reading and discerning
fine details. Magnification is the most effective method of
compensating for such visual loss. Magnification devices help
people with central vision loss perform routine daily tasks such
as reading [1]–[3]. Various reading assistance devices, such
as head-worn and hand-held optical magnifiers, and electronic
magnifiers are commercially available. With the advent of
personal computers, screen magnification approaches were
explored [4], [5] and many screen magnification software
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programs are available [6]–[8]. Modern operating systems for
desktop computers or notebooks provide built-in magnification
features [9], [10]. As portable mobile electronic displays be-
come more prevalent, the digital magnification of the screen
will be more frequently used by a low vision population.
Along with the general population, people with low-vision

are becoming smartphone users. Some surveys have found that
the prevalence of smartphone use among people with low-vi-
sion is not different from the general population [11], [12], espe-
cially in developed countries. Popular mobile operating systems
such as iOS and Android have built-in accessibility features for
blind and visually impaired users. For people with residual vi-
sion using smartphones, magnification is the most widely used
accessibility feature [12], [13].
One of the major difficulties in working with small phone

screens at higher magnification levels is the loss of context,
which can make screen navigation difficult. Magnification in
smartphone displays is typically controlled with a pinch ac-
tion and navigation is achieved by panning using scrolling ges-
tures (dragging fingers over the display), similar to a

interface [14]. Screen size is an important factor affecting
user performance in the interface [14]. Specifi-
cally, consider an Android smartphone with a screen size of 13
6.8 cm that can offer a maximum magnification of 5.2 with

the built-in screen zoom. At the maximum screen zoom, a 1 cm
1 cm icon covers about 33% of the screen area. Compara-

tively, a 1 cm 1 cm icon would cover only about 3% of the
total screen area for the same magnification on a 21 in monitor.
Stated another way, at 5 magnification, only 4% of the orig-
inal display is available on the screen at any time. As a result,
navigating a magnified screen on a smartphone could be very
time-consuming for low-vision users.
Previous visualization research found that physical nav-

igation (movement of body/head) can reduce (improve)
performance time compared to purely virtual navigation (such
as interface) [15], [16]. Here we present a novel
way to visualize and interact with smartphones using a head
mounted display (HMD–Google Glass [17]) for easy accessi-
bility by low-vision users. We developed a Google Glass screen
sharing app that projects the screen of a paired smartphone onto
the Google Glass display at an appropriate magnification. The
user, wearing the Google Glass display, can view a zoomed-in
smartphone screen, and pan by moving his or her head. They
can also interact with the smartphone using the Google Glass
swipe side panel. The effect can be likened to the user looking
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Fig. 1. Schematic of the Google Glass screen share system. Google Glass
presents a magnified sub-image of the smart phone screen. Head position,
sensed by motion sensors in Google Glass, controls the portion of the smart-
phone screen to be displayed.

at a large virtual image of the phone's screen through a viewing
port, the Glass display ( diagonal field of view). Based on
visual angle, the size of the Glass display is comparable to that
of a typical smartphone held at about 35 cm away (for example,
the angular size of the 8.7 cm x 5.3 cm display of Samsung
Galaxy S3 mini smartphone is ). At similar magnification
levels, the two displays can be considered equivalent, and hence
viewing content on the Google Glass display is not significantly
different for a user than viewing it on a phone display.
Our approach is different from gaze-controlled video magni-

fiers [18], [19] in multiple ways. Panning control based on head
position is independent of eye movement, which is heavily used
in reading and viewing. Thus, the users will be provided with
relatively stable images. Also, head position is relatively easier
and more robust to measure than gaze position, and therefore
more suitable for controlling the display orientation in our ap-
plication. The availability of integrated motion sensors on the
Google Glass make head tracking relatively straightforward to
implement. The following sections of the paper introduce the
concept of head motion navigation of magnified smartphone
screens, describe the technical details of implementing this con-
cept using Google Glass, present the results of a preliminary
evaluation study to test the benefit of the approach, and discuss
its limitations and future potential.

II. HEAD CONTROLLED SCREEN ZOOM
The Google Glass screen share system maps the smartphone

screen to a larger virtual space in front of the user and shows a
section of it (depending upon the magnification) on the Glass
display (Fig. 1). The location of the viewing window (Glass
display) depends on head orientation. For example, a person
looking straight ahead will see the center portion of the smart-
phone screen on the Glass display. As the person turns their head
in the vertical direction, the viewing window will move corre-
spondingly to display the upper area of the smartphone screen.
As the user is intuitively aware of which portion of the virtual
screen is being viewed using proprioperceptive feedback from
the head, the system helps the user to maintain orientation and
ease navigation.
Fig. 2 shows the mapping between the mobile phone and

Google Glass (not drawn to scale). The system transfers only

Fig. 2. Mapping the smartphone screen with Google Glass display. Head
movement of the user defines a virtual plane in the world, the size of which is
set during the system calibration step. At a given instant, Google Glass sends
the orientation of the head which is mapped to a location on the screen of the
smartphone. This is the center of the viewing window to be transferred to the
Google Glass display and its size is determined by the magnification factor .

a portion of the smartphone screen at a time to the Google
Glass display ( ), to minimize the processing time. The
Google Glass display moves as the user's head turns in space,
and this movement is tracked by reading the azimuth ( ) and
pitch ( ) angular values available from the built-in orientation
sensors in the Glass. The roll angle of the Glass is not considered
here as it does not affect the overall display system. Assuming
that head turns are limited by a reasonable angular range in ei-
ther direction, we can constrain the overall motion of the Google
Glass display to a virtual rectangle in the world of dimensions

centered at . The point corresponds
to the neutral head orientation given by the azimuth and pitch
angles of and , respectively. The top-left angular limit of
head movement is given by , and corresponds to the
upper left corner of the virtual rectangle. The neutral head orien-
tation and the maximum allowable orientation in the horizontal
and vertical direction can be defined/calibrated by users before-
hand. The range of calibrated head movements to map the dis-
play in both directions can be different, and affects the speed
with which the viewing window updates with the head move-
ment: narrow range means faster shifts, whereas wider range
means slower changes in viewing window locations.
We now need to know the location and the size of the viewing

window on the smartphone screen that needs to be mapped to
the Google Glass display. The location of the viewing window
to be extracted from the smartphone screen is determined by
the current head orientation, and its size is determined by the
selected magnification level. Let the current head orientation
be corresponding to the location in the virtual
screen, and let be the smartphone screen dimensions,
then the location of the center of the viewing window on the
smartphone screen, , is given by

Authorized licensed use limited to: Harvard Library. Downloaded on January 10,2024 at 16:32:42 UTC from IEEE Xplore.  Restrictions apply. 



PUNDLIK et al.: MAGNIFYING SMARTPHONE SCREEN USING GOOGLE GLASS FOR LOW-VISION USERS 51

Fig. 3. System overview. Smartphone screen share system has two separate
components: one running on the Google Glass (client) and the other running on
the smartphone (host). Client receives, decodes, and displays the smartphone
screenshot. It also sends the viewing window location and any user generated
events to the host. Host captures the screenshots, compresses them, and sends
them to the client. It also manages the received user events. Communication
between the two parts takes place via Bluetooth.

Since and are set during the calibration
process, and and are known, the center of the viewing
window can be calculated based on the current head orientation
values of . If is the current magnification value ( ),
then the size of the screenshot is scaled according to

so as to fit the Google Glass display. The actual dimensions
of the viewing screenshot transferred from the smartphone are

and , where is a small buffer added
to the viewing window dimensions so that an empty border zone
is not displayed when the head moves. The Google Glass trans-
fers the current head position and magnification values to the
paired smartphone to determine the appropriate sub-image to
be transferred back to the Google Glass.
The current implementation of the screen sharing app locks

the smartphone display in portrait orientation, because it is suit-
able for the two apps used in our evaluation experiment. Land-
scape orientation can be easily implemented for applications
that are more suitable to be used in that mode.

III. SYSTEM DESCRIPTION

Fig. 3 shows the detailed block diagram of the system. The
screen share app consists of two separate applications: a host
app running on a smartphone, and a client app running on the
Google Glass. The host and the client apps communicate via
Bluetooth. Initially, the host sends the entire screenshot to the
client. The client determines the appropriate sub-window to dis-
play based on the current head position of the user. The client
sends the current viewing window location and the user gener-
ated events to the host, based on which, the host sends back ei-

ther a part of or the entire compressed screenshot of the current
screen to the client. Upon receiving the corresponding informa-
tion, both the host and the client update their states in a cyclic
manner. The Google Glass either replaces the existing screen-
shot with the newly received screenshot, or merges the changes
to the viewing window in the display buffer.

A. Hardware Description
The proposed system was implemented and optimized for

Google Glass and the Samsung Galaxy S3 mini smartphone.
The Google Glass is a head mounted wearable mobile platform.
It has an optical see-through display with a resolution of 640
360 pixels, covering a visual angle of 13 7.3 for the right

eye. The optical display assembly is situated above the primary
line of sight, requiring users to look up to see the display. The
virtually displayed image is formed about 8 feet away from
the viewing eye. The OMAP3 based processor runs Android
4.4 (KitKat) that supports Bluetooth connectivity and a motion
sensor (tri-axial gyroscope, accelerometer, and magnetometer
that can be used to obtain the orientation information), among
many other capabilities. A touch sensitive side panel can recog-
nize different touch gestures: horizontal swipe, vertical swipe,
short tap, and long tap. Bone conduction speakers provide the
audio input to the users. The Samsung Galaxy S3 mini smart-
phone has a 4-in diagonal screen, with 800 480 pixel display.
It runs Android 4.1 (Jelly Bean) on a 1 GHz dual core Cortex
A9 processor. It supports Bluetooth v4.0 connectivity for com-
munication with Google Glass.

B. Host Side Processing (On a Smartphone)
The main processing blocks on the host side are: 1) taking a

screenshot, 2) preparing the screenshot image for transfer, and
3) handling the user events received from the client.
1) Capturing a Screenshot: Capturing a screenshot is the

most time consuming step. The Android graphics stack pri-
marily consists of image stream producers (like the media
player or camera preview, OpenGL ES etc.) that produce buffer
data, and image stream consumers (typically SurfaceFlinger
system service) that are responsible for preparing the buffer
data to be displayed and sending it to the hardware abstract
layer (HAL). To capture the screenshot, the data has to be
accessed either at the producer level, at the buffer stage, or
at the consumer level (before it reaches HAL). We explored
four approaches for screenshot capture: using the Android
SDK function getRootView(), using the system command
of “screencap”, directly accessing the SurfaceFlinger, and
accessing the frame buffer /dev/graphics/fb0. Using the get-
RootView() SDK function, we can only capture the screenshot
of the app itself, which makes it unusable for our application.
Obtaining the screenshot via the screencap command is similar
to capturing it using device hotkeys, such as simultaneously
pressing the home and volume buttons. This is a clean and
robust method in which the command is issued by invoking
the shell. However, this method is very slow, because the
captured screenshot is written to the external storage and
read back (taking about 500 ms for capturing an 800 480
blank screen). Although efficient, the screen capture using
the SurfaceFlinger service is challenging because its API is
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hidden. Any modifications to the SurfaceFlinger would require
rebuilding the Android system from the source. The selected
option of capturing the frame buffer (/dev/graphics/fb0) is a
compromise between feasibility and speed.
2) Preparing the Screenshot for Transfer: The captured

screenshot needs to be compressed to enable efficient transfer
over the Bluetooth channel. Since the average bandwidth over
Bluetooth is about 200 KB/s, an uncompressed bitmap of size
800 480 would take about 8 s to be transferred to the Glass,
which would be unreasonable. The screenshot is compressed
using JPEG compression with a quality factor of 75. It is a
compromise between keeping the screenshot quality high while
reducing the file size. Even after compression, sending the
whole smartphone screenshot every time can be inefficient (on
the order of a few hundred milliseconds). For many reasons,
transferring the whole screenshot may not be necessary. When
the display magnification (on Google Glass) is high, only a
small fraction of the smartphone screen is visible to the user.
For many screens, when users just scan the content without
interacting with the smartphone, the displayed content usually
changes only in small local areas, e.g., clock in the corner, and
therefore the full screenshot does not have to be transferred
again. If only a part of the screen is being transferred, the frame
rate and latency can be greatly improved.
Using the location and size of the current viewing window

received from the Glass, the phone screenshot is cropped corre-
sponding to the sub-image to be shown in the Glass along with
an additional buffer area, which is used to allow a level of scan-
ning/ panning when the head moves without updating the trans-
ferred image (see Fig. 2). The cropped screenshot can be sent to
the Glass much more efficiently because of its small size. The
problem with this approach is that when users move their head
too fast, they may see a portion of the old screenshot, as the
Glass has not received an updated screenshot for the viewing
window area. Increasing the buffer area can alleviate this pos-
sibility, but as mentioned earlier, at the cost of a slower frame
refresh rate.
To address the image transfer limitation and to improve the

user experience, we developed a strategy that combines both
full and cropped screenshot transfer methods (Fig. 4). Once the
latest screenshot is available, the viewing area of the current and
the previous screenshot are compared to check whether they are
different. If a change is detected in the viewing window, it needs
to be updated with the highest priority, and therefore only the
current viewing window is sent. If the viewing window does not
change but there is a change somewhere else, it indicates that the
user is viewing a locally unchanged section and therefore will
not notice a slower frame rate caused by a whole screen update.
In this situation, the entire screenshot is sent to the Glass. If there
is no change in the whole screen, then there is no need to send
a screenshot.
Byte wise comparison of successive screenshots is computa-

tionally inefficient. It may take about 80 ms on the Galaxy S3
mini to compare 800 480 resolution images. Direct compar-
ison of bitmaps using an optimized method in Android SDK is
far more efficient, taking only about 10 ms. However, it only
returns a binary output about whether the two bitmaps being
compared are different or not. If no change is detected in the

Fig. 4. Strategy for sending the screenshot for faster performance. Change de-
tection in the viewing part versus the whole screen is used for keeping the size
of the transferred screenshot to a minimum in order to improve overall system
speed.

viewing area, then the entire screenshot is subject to the change
detection function. Hence, the change detection step is called
twice in certain situations, as shown in Fig. 4. The overall time
required to transfer the screenshot can vary greatly and depends
on the Bluetooth bandwidth, the operational environment, and
the size of the screenshot.
3) Handling Touch Events: The smartphone receives the

users’ current head orientation and the level of display mag-
nification from the Glass. This information is used by the
smartphone to compute the size and location of the current
viewing window, which is necessary for determining the screen-
shot to transfer. To facilitate interaction with the smartphone
while using Google Glass without the need to look at the phone
screen directly, the smartphone also receives touch events sent
by the Glass (user tapping or swiping on the side touch panel).
The received events are injected in the smartphone, where they
simulate corresponding motion events such as tapping on the
viewed screen section. These events are then handled by the
mobile phone as regular touch events and may result in changes
in the current smartphone screen.

C. Client Side Processing (Google Glass)

The main processing steps on the client side are: 1) orienta-
tion sensing, 2) reading and decoding the received screenshots,
3) displaying the image with correct scaling and position shift,
and 4) facilitating interaction with the smartphone screen. The
monitoring of head rotation and its use in the smartphone is de-
scribed above.
1) Orientation Sensing: Built-in motion sensors in the

Google Glass are used to determine the orientation of the
device in world coordinates. In our app, only the azimuth and
pitch are used to compute the head orientation. Fig. 5 shows the
axes of the orientation for the Google Glass display. Azimuth
is the angle between magnetic north and the -axis (rotation
around the axis). The range of azimuth is from 0 to 360 .
Pitch is the rotation of the Glass around the -axis. The range
of pitch angle varies from 180 to 180 . These two angles
describe the user's head orientation and are used to compute
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Fig. 5. Google Glass motion sensor axes. Azimuth (rotation around the -axis)
and pitch (rotation about -axis) angles describe the 2-D head orientation, which
in turn are used to compute the coordinates of the viewing window on the smart-
phone screen.

the coordinates of the viewing window to be mapped onto the
display (rotation along the axis is not considered).
For calibration, the user aligns the current or any other desired

head orientation to the center of the smartphone display using a
long-press gesture on the Glass side touch-panel. This is set as
the neutral or reference orientation until it is reset when the user
repeats the long-press gesture. After setting the reference or cen-
tral orientation, the user can also reset the head movement range
that maps to the smartphone display size. The top-left limit of
the head movement is defined by the user by moving the head in
that direction and double tapping the touchpad. The orientation
values for top-left limit and the center are sufficient to calculate
the dimensions of the rectangle in the world coordinates (sym-
metric around the central orientation), to which the smartphone
display is mapped. Based on the magnification value selected by
the user, and the current orientation of the head, the appropriate
viewingwindow is presented on the display. The azimuth values
loop back when the head rotates across the measurement bounds
of the device (going from 360 to 0 or vice versa), which can
cause erratic shifts in the display. The solution is to count the
turns of the Glass. Whenever the absolute difference from the
previous azimuth value is larger than 180 , then we add or sub-
tract one turn to the counter ( ) and the current azimuth value
is updated as

otherwise

where and are the current and the previous azimuth
values (measured in degrees), respectively. By doing so, the
value of azimuth becomes continuous and the display transi-
tions smoothly with head movements in the world.
2) Reading and Decoding Screenshots: The screenshots re-

ceived by the Glass through Bluetooth are written to an image
buffer and decoded. These are either the entire screenshots or
portions of the screenshots (corresponding to the head rotation
and themagnification level).While reading and decoding opera-
tions can be performed in separate threads on the Google Glass,
we observed that it was not faster than a simple buffer with
sequential reading and decoding operations. A possible reason
could be that there were already many threads running on the
Glass and switching between the threads was time consuming.
Hence, using a sequential reading/decoding operation provided
better overall system performance.

3) Displaying the Screenshot: Three inputs are fed into the
Glass display module: the received screenshot, the head orien-
tation, and the magnification level selected by the user (via the
Glass touchpad). An image buffer equal in size to the maximum
screenshot size is created and initialized to zero. Using the head
orientation, the center of the viewing window is computed. As
an updated screenshot is received, it is determined whether it is
a full or partial frame. If a partial screenshot frame is received,
then only the corresponding image block of the image buffer is
updated. Otherwise, the entire image buffer is overwritten with
the updated screenshot. The size of the viewing window to be
mapped on the display is determined by the magnification level
(there is an inverse relationship between them). Using the com-
puted size and location of the viewing window, the appropriate
portion of the image buffer is mapped to the Glass display.
4) Remote Interaction With Smartphone: Being able to re-

motely interact with the smartphone is a key feature of our
system. It would be very difficult for the users to click or tap
on the smartphone screen while looking at the Glass display be-
cause they would need to know where their fingers are actually
touching on the screen. It would not help to show the current
touch area of the smartphone screen on the Glass, because at that
time the touch event on the smartphone has already taken effect
and it might have been outside the Glass view. Our solution is
to let the user interact with the smartphone screen through the
Glass. A cursor is shown at the center of the Glass display (a red
circular dot in the present version of the app). The Glass han-
dles the tap event on the touchpad by sending the coordinates
of the current cursor location ( , in Fig. 2) to the smart-
phone device so that it can simulate a touch event at that posi-
tion. Thus, tapping on the Glass would be equivalent to touching
the smartphone screen. The user can precisely control the loca-
tion of the touch event by moving their head to aim the cursor at
the desired screen location at any magnification level. While the
current version only recognizes the tap gesture, other gestures
can be implemented using the Glass touchpad.

IV. SYSTEM PERFORMANCE EVALUATION
We examined the impact of screen type and magnification

level on performance timing operations (reading and decoding)
on the host and client. Time required for screenshot compres-
sion on the smartphone, and for reading and decoding it on the
Google Glass depends on the type of screen being manipulated
and the magnification level. Screenshot capture is independent
of the magnification level and for a given magnification level it
can be severely affected by the system load at run-time, which
is unpredictable.
In the first set of experiments, we measured the time taken

by the screenshot compression, reading, and decoding modules
for five different types of captured screens: the host app, cal-
culator, music player, map, and webpage (Fig. 6). These five
screens were chosen to represent the variety of content dis-
played on smartphones. The compression time at different levels
of magnification (1 , 2 , 4 , and 8 ) was recorded on the
smartphone [Fig. 7(a)], whereas the reading and decoding time
was recorded on Google Glass [Fig. 7(b) and (c)]. Screens with
rich content such as the webpage and map required more time
to compress compared to the host app screen or music player.
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Fig. 6. Screenshots of the apps used for measuring the performance of our
screen share system: (a) host app, (b) calculator, (c) map, (d) music player, and
(e) web page.

Fig. 7. Time required to compress, read, and decode five types of smartphone
screens at different magnification levels. Reading the screenshot on Google
Glass was more time consuming than decoding the screenshot. Overall, the con-
tent of the screen seemed to be the main factor in determining the time required
by these processes on the smartphone and the Glass. Screens rich in content,
like the map or webpage, in general took longer than relatively sparse screens
like the host app. (a) compression time (smartphone). (b) reading time (Google
Glass). (c) decoding time (Google glass).

The compression time reduced steadily with a higher magni-
fication level for all five screen types because the size of the
transferred viewing window is reduced with higher magnifica-
tion. For a given screen type, reading time was usually longer
than decoding time, especially at lower magnification levels.
The calculator, map, and webpage required a longer reading
time than the music player and host app. However, the decoding
time was similar for all screen types. The reading operation was
a buffering operation (byte wise data copying) whose perfor-
mance was directly related to the data size.
In the second set of experiments, we measured the time re-

quired by the various modules of the system for static and dy-
namic screens that displayed a map. The Map app was chosen
for this test. The data for these experiments were collected by:
1) starting screencast, 2) opening the Map app on the smart-
phone, and 3) navigating through the screen at different mag-
nification levels. For simulating dynamic screens, the map was
moved manually on the phone by an operator searching for loca-
tions. Fig. 8(a) shows the screenshot compression time for static
and dynamic scenes. Overall, the time required to process static
screens on the smartphone was much shorter compared to dy-
namic screens because the content of dynamic screens changed
rapidly over time, which resulted in a larger data size after com-
pression. The time required to read and decode the screenshots
on the Google Glass was similar in both static and dynamic
cases [Fig. 8(b) and (c)]. Finally, the overall frame rate of the
system as a function of magnification is shown in Fig. 9. The
frame rate is calculated based on the number of frames received
by the Google Glass for a static map screen. The frame rate in-
cludes the time required to capture the screenshot and transfer
it via Bluetooth.

Fig. 8. Comparison of timing performance between static and dynamic screens
of the Map app on the smartphone and Google Glass for different processing
steps. The plot shows median time over about 200 frame transfers recorded for
different magnification levels, with the error bars representing the inter-quar-
tile range. Dynamic screens required longer time for capture and compression.
There was not much difference between the time required to read and decode the
static and dynamic screens on the Glass. (a) Compression time (smartphone).
(b) Reading time (Google Glass). (c) Decoding time (Google glass).

Fig. 9. Median system frame rate (measured as number of incoming screen-
shots for the map app) for different magnification levels recorded over about
200 frame transfers. Predictably, the frame rate increases with the magnifica-
tion as the effective size of the screenshot reduces. The error bars represent the
inter-quartile range.

Fig. 10. Screenshots of different screens of the Poweramp music player used
in the music playing task. Options denoted by a solid gray box in (a), (b) and
(c) lead to subsequent screens, whereas options denoted by a dashed gray box
in (b), (c), and (d) take the user to previous screens. Icon highlighted by the
dotted box at the top in (d) leads back to the main menu. (a) Main menu contains
various items, but only the playlists option was used for this task. (b) All the
stored playlists, with one of the playlists selected. (c) List of all the songs in the
selected playlist. (d) Media player playing the selected song. Highlighted items
(rectangles) are shown for the sake of illustration only and were not present on
the screen during the experiment. (a) Main menu. (b) Playlists. (c) Song list. (d)
Media player.

V. USER EVALUATION
A pilot study was conducted to evaluate the proposed

approach while performing two routine real world tasks.
Specifically, we compared the performance of subjects on the
same tasks in two conditions: without Google Glass (using the
smartphone with the built-in screen zoom feature) and with the
Google Glass. Task performance was measured in terms of the
time to complete the task. The tasks chosen for this study were:
performing multiplication operations using a calculator app and
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playing requested songs using a music player app. Performance
was compared within subjects.

A. Methods

When performing the tasks using the smartphone screen di-
rectly, screen zoom was set to 8 . When using the Google
Glass, the screen magnification was adjusted in such a way that
the visible area on the Glass display was the same as in the mag-
nified smartphone screen. This resulted in the same angular size
of characters when viewed on the Glass and on the magnified
smartphone viewed at a 25 cm distance.
The calculation task was performed with the Calculator Plus

app (free on Google Play) [20] [see Fig. 6(b)]. The task con-
sisted of performing a series of multiplication operations in-
volving two two-digit numbers. There were 12 trials with each
device, one operation per trial. The multiplication operations
were randomly generated and were the same for all subjects.
At the beginning of each trial, the experimenter read out the
two numbers, and after obtaining confirmation from the sub-
ject, the experimenter started timing using a stop-watch. After
performing the operation the subject read the answer aloud. If
an error was made in a trial, the subject was asked to correct it.
Timing stopped when the correct answer was achieved. If re-
quired, the experimenter reminded the subject what the 2 num-
bers were during the trial.
The music playing task required the subject to play a spe-

cific song from a set of playlists that were created for this study.
Poweramp Music Player app (available on Google Play) [21]
was used in this task. The core user interface of Poweramp had
four different screens (shown in Fig. 10). The main screen had
a menu with options such as Artists, Albums, and Playlists. For
this study, only the Playlists option was used. Tapping Playlists
displayed the stored playlists. Selecting a playlist led to a screen
showing all the songs in that playlist. Clicking on the song title
played the song, with the screen showing the media player inter-
face. Some screens had an option of going back to the previous
screen, and the media player screen had an option to go back to
the main menu.
There were six custom made playlists with distinct names

of artists: Bach, Brightman, Jackson, Carpenter, Simon, and
Strauss. Each playlist had five to seven songs whose names
were preceded by the artist’s name. For example, in the Bach
playlist, each song name started with the prefix “Bach –”. Each
trial consisted of playing a requested song, and then changing
to a second song. At the start of the trial, the experimenter spec-
ified the playlist and the song name to be played. The subject
was asked to confirm the name of the playlist and the song after
which the trial timing would start. The trial always started at the
main menu screen and the subject was instructed to follow the
usual sequence of navigation from the main menu to the media
player interface screen. After playing the first song successfully,
the subject was asked to immediately play another song from a
different playlist by going back to the main menu and repeating
the same steps. The trial stopped when the subject successfully
played the second song and navigated back to the main menu.
There were six trials for the music playing task. Similar to the
calculation task, the time of the trial and the mistakes made

TABLE I
DETAILS OF STUDY SUBJECTS

during the trial were recorded. If an error was made, the sub-
ject was asked to navigate back and forth as required to correct
it so as to successfully complete the trial.
For both tasks, the head-motion range in the horizontal and

vertical directions, when viewing through the Google Glass
were set at 90 and 60 , respectively. Hence, there was no
head movement calibration for each subject. However, motion
sensor drift occurs with the Google Glass and subjects were
instructed to re-center the display as required, and were period-
ically reminded about this between trials.
The order of the device conditions (smartphone or Google

Glass) was counterbalanced for each task. The multiplication
operations performed in the calculation task were the same in
both conditions. There was little risk of a learning effect con-
founding the outcome in the other condition because it was dif-
ficult to remember the exact numbers. However, to alleviate the
risk of any learning effect in the music playing task, we used
two different sets of song pairs for the two conditions, and each
subject played a pair of songs only once in the study. The two
sets were counterbalanced across subjects.
We recruited eight normally sighted individuals and four

low-vision patients for this study (subject demographics are
given in Table I). All of the low-vision subjects habitually
used smartphones and frequently relied upon the smartphone
screen magnification accessibility features. The study was
approved by the Human Subjects Committee of Massachusetts
Eye and Ear and written informed consent was obtained before
participation. Each subject was given some training before the
experiment for scrolling on a magnified smartphone screen as
well as using the Google Glass app for the two tasks. When
viewing with the Glass, the letter sizes in the calculation and
music playing task were 20/632 and 20/252, respectively. The
letter sizes were well above the measured VAs of the subjects.
Obtaining subject consent, task instruction and training took
about 60 min, while the experimental tasks took an average of
15 min: 5 min for the calculation and 10 min for music playing
task.
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Fig. 11. User evaluation results. (a) Average trial time for the two device con-
ditions compared for the calculation and music playing tasks. The error bars
represent the std. error of the mean. (b) Scatter plot of mean trial times with
and without Glass for the calculation task, showing shorter trial time with Glass
for the majority of the subjects including all the visually impaired participants
(points below the dotted line). (c) Scatter plot of mean trial times with and
without Glass for the music playing task shows that the trial times were not
different for the majority of the subjects (points close to the dotted line). Two
visually impaired and one normally sighted subject were substantially slower
with Glass on this task.

B. Results

The mean trial time (in seconds) for all the subjects (normally
sighted and visually impaired combined) in the two device con-
ditions: with smartphone directly and with Google Glass, were
compared within subjects. Paired -test was used to determine
the differences in the mean trial time between the two experi-
mental conditions.
Fig. 11 shows the user evaluation results for both tasks. For

the calculation task, the average trial time with Glass was sig-
nificantly shorter than without Glass ( :
without ; with ;

, ). There was no significant dif-
ference in the mean trial times between the two conditions
in the music playing task [ : without

; with ; ,
; Fig. 11(a)]. Fig. 11(b) and (c) shows the comparison

between the two conditions for each subject individually with
the dotted line representing the line of equal perfor-
mance in each condition. In the calculation task [Fig. 11(b)], a
majority of the points lie below this line indicating shorter trial
time with Google Glass. There were only two subjects who
recorded slightly higher trial times with Google Glass. In the
music playing task [Fig. 11(c)] a majority of the points lie close
to the line, indicating that trial times between the two
conditions were similar for most subjects. Three subjects (one
normally sighted and two visually impaired) performed worse
with the Glass than with the smartphone.
Fig. 12 shows the relationship between subjects’ VA and av-

erage trial time for each task. For the Google Glass condition

Fig. 12. Relationship between trial time and visual acuity (VA) for calculation
and music playing tasks without and with Google Glass. A larger value on the
horizontal axis corresponds to worse visual acuity. Range of trial times for the
normally sighted and visually impaired subjects overlapped considerably in all
cases, and some visually impaired subjects out-performed normally sighted sub-
jects. Thus, subjects’ VA did not affect the trial time in our experiments.

the right eye VA is considered, as the display is only viewed by
the right eye. Based on VA there are two distinct groups: nor-
mally sighted subjects’ VA ranged from to 0.2 logMAR,
whereas visually impaired subjects had worse VA between 0.44
and 0.86 logMAR. Subjects with worse VA did not consistently
have worse performance than those with better VA. In fact, a
trend in the music playing task without Glass, where visually
impaired subjects with worse VA were relatively faster may
be seen. Overall, visually impaired subjects’ performance was
within the range of normally sighted subjects’ performance for
both tasks, and sometimes it was even better than the normally
sighted subjects (lower trial time).

VI. DISCUSSION

The impetus for the development of the head controlled
screen navigation system was the assumption that intuitive head
position feedback may help users navigate magnified displays.
The prototype system allows the use of a natural proprioceptive
feedback—sense of head position to guide panning. This means
that if the user knows approximately where things are on the
whole screen, he or she can navigate with ease, even if only a
small portion of the screen is visible at any time. For example,
in the calculator app, the button for ‘0’ is on the bottom left.
The user knows that he or she will be able to find it by directly
turning the head approximately toward the lower left corner of
the virtually enlarged screen. It is possible for the Glass users
to keep themselves properly orientated within the virtually en-
larged screen based on proprioceptive feedback from the head,
instead of relying on the limited local context on the screen.
Of course, knowing the layout of the screen may also help in
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scrolling in the right direction on the smartphone, but spatial
awareness may not help the hand scrolling gesture as it is done
in phone screen coordinates and not in the coordinates of the
virtually enlarged screen. In screen magnification software
for desktop computers, a small overview map in the corner
showing the location of the currently zoomed-in area relative
to the whole screen is a commonly used feature to help orient
visually impaired users. This feature is not suitable for the
phone screen since it is already very small.
Our approach, based on the dimensions of the Glass, is tar-

geted toward people with moderate vision loss, who habitu-
ally prefer smartphone magnification over speech based acces-
sibility features. In this context, we used the built-in smartphone
magnification accessibility feature as a baseline comparison be-
cause the stimuli in both conditions (with and without Glass)
are visual and are well matched (the content and magnification
is the same in both conditions). The primary difference is in
the way interaction with the visual input occurs in each condi-
tion: using touch gestures on a smartphone screen versus head
motion (proprioceptive feedback) with the Google Glass. Sub-
jects were significantly faster using the Glass in the calculation
task, but there was no significant difference in trial time in the
music playing task. The layout of the calculator app was fa-
miliar, easier to remember, and remained fixed throughout the
experiment. The music player, on the other hand, had multiple
screen layouts that changed based on the options selected by
the users. The users had to search for the playlist from the menu
and a particular song within the selected playlist. Unlike the cal-
culator app, it was almost impossible for participants to acquire
knowledge of the layout of the music player app during the short
study. The different results for the calculator and music player
tasks suggest that knowledge of screen layout could be an im-
portant factor affecting performance with the head controlled
screen zoom method. We speculate that when users become fa-
miliar with the order (layout) of playlists and songs, their per-
formance with the Glass screen zoom app might be improved.
Two other factors could have affected the performance of the

visually impaired subjects. First, the visually impaired subjects
were used to working with the built-in screen zoom since they
used smartphone magnification in their daily activities. As a
group, their average trial time with the smartphone was lower
than normally sighted subjects for both tasks (Fig. 12). Second,
the lower contrast offered by the Google Glass see-through dis-
play could have affected subject performance, especially in the
music player task where reading was involved. Based on these
two factors, it could be argued that the study could have been
biased in favor of manual scrolling on the smartphone, and that
the beneficial effect we found with head motion based naviga-
tion for the calculation task is more meaningful in this context. It
can be further improved if visually impaired users become more
accustomed with the Google Glass, and the Glass display con-
trast is increased (e.g., by increasing the brightness or making it
opaque).
Our user evaluation pilot study was limited by the small

sample size and the variety of tasks that were tested. As there
were only four visually impaired subjects, the small sample
size is not suitable for statistical analyses. However, based on
trial time with or without the Glass, there was no distinction

between the two subject groups [Fig. 11(b) and (c)]. Some
visually impaired subjects recorded faster trial times than some
normally sighted subjects, suggesting that magnification indeed
compensated for the acuity difference between the two groups.
While there might be a trend of less benefit of the Glass with
lower visual acuity for the music player, more data are needed
to validate this trend.
The current prototype implementation of the app has some

limitations. First, the commonly used swiping gesture control
has not been implemented on the Glass. If scrolling is needed,
e.g., to scroll on a webpage, users will need to swipe on phone.
However, sending swiping control to smartphones is technically
feasible as the Glass supports horizontal and vertical swiping
gestures. Second, the relatively low frame rate of our prototype,
primarily due to the screenshot capture process, may limit the
current implementation to tasks that do not involve highly dy-
namic screen content. For example, videos would not work well
with the current prototype. Technically, the frame rate can be
largely improved through engineering development. Nowadays
remote desktop control techniques can provide reasonably fast
frame rates. Furthermore, our current method of screenshot cap-
ture (from the display buffer) requires root access to the phone,
which may not be possible for some devices and may not be de-
sirable for some users.
The purpose of this study was to evaluate the potential value

and identify the limitations of a head controlled navigation
method for magnified screens. While Google Glass explorer
edition was used in this work, the concept will persist irre-
spective of the underlying hardware. The implementation is
essentially an Android app that makes it portable to other
compliant hardware. Interest in smart augmented reality/virtual
reality glasses has increased in recent years and we anticipate
the technique described in this paper can be implemented in
other newer models that will be introduced in the market by
a variety of companies, including a newer version of Google
Glass [22]. We envision that with the availability of better and
more compliant hardware and software platforms, a widely
available and practically useful system that overcomes the
above mentioned limitations can be implemented for visually
impaired users when dealing with their magnified smartphone
displays.

VII. CONCLUSION

With the increasing use of smartphones among people with
low-vision, there is a need to address the limitations of conven-
tional screen zoom accessibility features: loss of context and
slow navigation time. We have implemented an app to project
magnified smartphone screens to Google Glass, with which the
users canmove their head in the space to view the corresponding
portion of the magnified mobile screen. We argue that proprio-
ceptive feedback can be useful in zoom-panning applications,
and it can be effectively harnessed via advances in wearable
computing technology. Our evaluation study with 12 subjects
showed that for the same level of magnification, the head-mo-
tion based navigation method reduced the average trial time
compared to conventional manual scrolling for the calculation
task (by about 28%), but not for the music playing task. One of
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the possible reasons could be that the screen layout of the calcu-
lator was known beforehand and straightforward to remember
resulting in reduced trial time with head-motion based screen
navigation. Further evaluation involving a variety of tasks is
necessary in order to fully understand the benefit of propriocep-
tive feedback in screen navigation. Future work includes im-
plementing more gestures on the Google Glass to interact with
smartphones and comparing the effectiveness of head-motion
based navigation with other commonly used voice-based mo-
bile accessibility features.
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