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Feature-Based Registration of Retinal Images 
ELI PELI, REED A. AUGLIERE, AND GEORGE T. TIMBERLAKE 

Abstract-Registration of retinal images taken at different times fre­
quently is required to measure changes caused by disease or to docu­
ment retinal location of visual stimuli. Cross-correlation has been used 
previously for such registration, but it is computationally intensive. 
We have modified a faster algorithm, sequential similarity detection 
(SSD), to use only the portion of the template that contains retinal ves­
sels. When compared to standard SSD and cross-correlation, this mod­
ification improves the reliability of detection for a variety of retinal 
imaging modalities. The improved reliability enables implementation 
of a two-stage registration strategy that further decreases the amount 
of computation and increases the speed of registration. 

I. INTRODUCTION 

OPHTHALMIC practice is second only to radiology 
in its reliance upon imaging science. However, the 

range of imaging applications in ophthalmology goes be­
yond X-ray, NMR, and ultra~oun~, b~cause t~e. transpar­
ent nature of the eye allows Imagmg 10 the VISIble spec­
trum. 

The retina or fundus of ~he eye is photographed most 
commonly in clinical practice. White-light, color photo­
graphs of the retina are used for general evaluation and as 
stereo images to allow measurements of depth. Red-free 
light illumination is used in photograph~ of the nerv~ fi~er 
layer and in fluorescein angiography WIth fluorescem. m­
jected intravenously. The wide availability and apphca­
bility of retinal images have led to the development of 
computer image-analysis techniques [1], [2], as well as a 
number of commercial image-processing systems for oph-
thalmology [3], [4]. . 

Registration (alignment of retinal images taken at ~lf­
ferent times) is required frequently in image-processmg 
applications. Images may be used to detect slow changes 
in the retina and thus may be separated by a few years. 
Changes such as these occur in drusen [5], nerve fiber 
layer damage [6], optic disk cupping and pallor [7], .and 
intraocular tumors [8]. Registration also may be requued 
for pictures taken only a fraction of a second apart, as in 
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measuring dilution curves in fluorescein angiography [1], 
or at video rates as required in fundus perimetry using the 
scanning laser ophthalmoscope (SLO) [9]. Registration also 
may be used for frame averaging to improve signal-to­
noise ratio. 

Most researchers have used cross-correlation for fundus 
image registration [1], [10]. With this technique, the tem­
plate array is moved across the search area, and the ~oe:­
ficient of cross-correlation is calculated for every pomt 10 

the search area. The peak of the cross-correlation surface 
indicates the point of maximum correlation between the 
template and the search area. This peak often is ·relatively 
flat, so that preprocessing of the two images with high­
pass filtering usually is required to obtain a sharp peak 
[1], [10], [11]. The cross-correlation technique is com­
putationally intensive and may require a lengthy calcula­
tion period despite the use of fast mainframe computers 
[1], [12]. For this reason, various attempts to speed the 
calculation have been implemented. Parker et al. [13] used 
the fast Fourier transform to calculate the correlation via 
the frequency domain; Glazer et ai. [10] suggested a par­
allel hierarchical correlation that could be implemented 
using parallel processing. However, they only simulated 
the technique on a serial computer and thus did not sig­
nificantly reduce the calculation time. 

Because of the lengthy calculations required, a number 
of researchers have used · various manual techniques to 
register fundus images. In these techniques, one image is 
displayed in one plane of the image processor, while an­
other is digitized continuously and moved manually until 
registration is achieved. Various display strategies can be 
incorporated to facilitate such registration. Algazi et al. 
[2] used a sequential monocular display technique in 
which the two images are flickered sequentially, and the 
flicker is reduced when proper registration is achieved. 
Peli and Lahav [5] used bicolor registration: one image is 
displayed on the red channel, the other on the green chan­
nel. Eaton et al. [14] used a similar technique, but they 
enhanced one image using pseudochromatic coding. In all 
of these applications, the operator used the vascular pat­
tern of the retina as the main cue for registering · the im­
ages. This selection is natural, because the retinal back­
ground is fairly uniform, and the vessels, occupying only 
a small percentage of the area, are very distinct. In fact, 
in many applications, manual registration is obtained by 
a human operator placing a cursor at the crossing or bi­
furcation points of corresponding vessels in the two im­
ages [4], [9], [15], but manual registration is too slow and 
laborious for applications that require registration of many 
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images, such as in reading analysis with the SLO, which 
yields hundreds of frames per minute of reading. 

The registration method proposed by Barnea and Sil­
verman [16], sequential similarity detection (SSD), is said 
to be up to 100 times faster than the correlation method. 
We developed a modification of SSD that is aimed at fur­
ther improving the speed and reliability of the registration 
by simulating the human operator approach of detecting 
the vessels in the fundus images, registering them quickly, 
and then refining the vessels' registration. 

The next section describes the standard SSD algorithm 
and the basic modification of feature-based SSD imple­
mented in this study. Section III describes results of ex­
perimentation with application of the feature-based reg­
istration to retinal images obtained with different imaging 
modalities. Comparisons of cross-correlation, standard 
SSD, and feature-based SSD are included. Section IV de­
scribes further improvement in the speed and accuracy of 
the algorithm through incorporation of two-stage process­
ing. Discussion of the algorithm and comparison to other 
results are included in Section V. 

II . FEATURE-BASED SSD 

The process of matching a template in a search area is 
common to many registration techniques. A window F I ( j, 
k) of size J X K is defined in one image as the template. 
Another window F2 ( j, k) of size M X N in a separate 
image is defined as the search area. The search area is 
larger than ~he template and is assumed to include features 
that resemble, but may not be identical to, those con­
tained in the template. The template window is then 
shifted across the search area, and a similarity measure is 
calculated. The point of maximal similarity is designated 
as the match position, where the features within the tem­
plate area are aligned with the corresponding features in 
the search area. The SSD developed by Barnea and Sil­
verman [16] is an improvement of the process using the 
sum of the absolute values of the differences (SA VD) as 
the similarity measure. 

J K 

SAVD(m, n) = 2: 2: lF1(j, k) 
j= 1 k= I 

- F2 (j - m, k - n) I ( 1 ) 

where the point with the minimal SA VD is defined as the 
point of registration. 

The SSD, using the same similarity measure, intro­
duced two important improvements [16]. The first is nor­
malization, which corrects for differences in illumination 
between the two images. The algorithm accumulates an 
error of normalized absolute values of differences. 

E(m, n) = 1 ~ I(F1(j, k) - IT) 

- (F2(j - m, k - m) - SS(m, n»)1 (2) 

where IT is the average of the gray levels in the template, 
and SS is the local average of a section of the template 
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size within the search area. This normalization improves 
the reliability of the registration. 

Speed, the second important improvement, is increased 
by taking the summation of the cumulative error only on 
a subgroup of the possible J x K template points for every 
position (m, n). If the cumulative error E (m, n) exceeds 
a predetermined threshold value before all the points in 
the window are examined, the test of that position is 
halted, the number of points tested up to this point (the 
count) is recorded, and the window is shifted to the next 
position within the search. When all positions have been 
examined, the position with the maximal count (the larg­
est number of points that had to be examined to reach the 
threshold) is defined as the point of registration. Note that 
only a small number of points should be calculated in win­
dows of gross miscorrespondence. This saving in the 
number of computations is the main benefit of the SSD 
algorithm. 

The most computationally intensive part of the algo­
rithm is the calculation of the normalization factor SS. 
Although only a small number of points must be ad­
dressed at every window position for calculating the ab­
solute value difference, all point~ must be considered in 
the calculation of SS. Using a fast normalization proce­
dure that incorporates a two-dimensional running average 
procedure [16], the number of computational operations 
is reduced significantly. In addition, proper programming 
can reduce the number of disk access operations required 
for this calculation [17]. We have incorporated such a fast­
averaging calculation to facilitate fast searching even in 
large search windows. 

In the original SSD algorithm [16], the points selected 
for calculating cumulative error in every template position 
are chosen randomly. This may be the best way to select 
those points without a priori knowledge of the image, but 
it is inefficient and time-consuming in the case of fundus 
photographs, which commonly contain large areas of 
fairly uniform brightness representing the retinal back­
ground. The contrasting retinal vessels usually occupy a 
much smaller portion of the total image, typically under 
10 percent. The retinal vessels can be darker (han the 
background in normal fundus photography, or brighter 
than the background in fluorescein angiography. The pat­
tern of retinal vessels renders each fundus photograph 
unique, and thus provides the most relevant information 
for the registration process. We have therefore modified 
the SSD algorithm to select template points for calculat­
ing accumulated error from the positions of the vessels in 
the template window. This selection should accelerate the 
search process, because the gray level difference between 
the vessel and background is usually much larger than the 
difference between two noncorresponding areas in the ret­
inal background. For these positions of the template in 
the search window, the error threshold is passed quickly; 
unlikely registration points are rejected rapidly. In addi­
tion, this procedure may be expected to sharpen the sim­
ilarity measure surface, because only points of high sig­
nal-to-noise ratio are evaluated. The selection of the 
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comparison test points only from the vessels gives this 
modified SSD its enhanced feature-detection capability 
with regard to vessels in the fundus image. 

The selection of vessel points can be done manually by 
the operator using a cursor driven by a graphics bit-pad, 
or by automatic preprocessing. In either case, the selec­
tion of those points is required only for the template and 
not for the larger search area. For this reason, the prepro­
cessing overhead in selecting the template is small, es­
pecially when multiple images are being aligned with one 
frame. Then only one template must be preprocessed. 

Automatic selection of vessel points in the template is 
performed using an adaptive threshold procedure. De­
scribed previously by Peli and Lahav [5], this procedure 
is a modification of the adaptive threshold method of 
Chow and Kaneko [18]. Briefly, the template image is 
subdivided into windows of 8 x 8 pixels, and the stan­
dard deviation of gray levels in every window is calcu­
lated. If the standard deviation exceeds a given test level, 
the histogram of the window is assumed to have a bimodal 
distribution, and the median of the gray levels is assumed 
to be the threshold value. The proper test level is auto­
matically calculated to obtain more than 100 vessel points 
in every window of 32 x 32 pixels. The test level is found 
by starting at a higher integer level and lowering the level 
in steps of one at a time until more than 100 points are 
found below threshold. An initial set of incongruent points 
then is selected to spread them evenly across all the ves­
sels in the template. The incongruent points are selected 
by subsampling the thresholded template. First, every 
fourth column is examined, and if a set of vessels' points 
are found, the central one is selected. The same procedure 
is repeated for every fourth row. This places the first few 
points on an 8 x 8 grid across the template, and usually 
at or near the center of the vessels (Fig. 1). This is fol­
lowed by orderly selection of the residual vessel points 
and random selection of the rest of the template for ap­
plication whenever needed. 

Only vessel positions obtained by the dynamic thresh­
olding procedure are used. The actual gray level value for 
each of these points used in the calculation of accumula­
tive error is not changed. 

III. COMPARISON OF REGISTRATION TECHNIQUES 

To evaluate the differences among the various registra­
tion methods, the registration programs were modified to 
display as a gray-scale image the similarity measure ob­
tained with each technique. For both the standard and the 
feature-based SSD, the similarity measure is the count 
necessary to reach threshold in every template position 
within the search. Depending on the template size and the 
user-defined threshold of error, the count can cover a wide 
range, e.g., a template of 32 x 32 pixels might have a 
maximum count of 1024. In comparison, the cross-cor­
relation technique produces a similarity measure that is 
less than 1 in absolute value. The two measures therefore 
must be rescaled in order to display the same intensity 
magnitudes for corresponding peaks of similarity. A se-

Fig. 1. An illustration of the automatic thresholding and selection of tem­
plate points . . The white frame marks the template area. The enlarged 
inset illustrates the result of automatic thresholding of this template . The 
bright points inside the detected vessels are the set of incongruent points 
that are used first in the calculation of the cumulative error. 

ries of different fundus images was processed using the 
three techniques, and the resulting similarity surface im­
ages were compared visually. 

The images selected for this study include routine fun­
dus photographs, fluorescein angiograms, and SLO video 
images. The pair of fundus photographs is of a patient 
with age-related maculopathy and drusen in the macular 
area (Fig. 2). One picture was taken in 1980, the other in 
1983. The fluorescein angiogram pair includes two frames 
taken 2 s apart during the early arterial phase (Fig. 3). 
The SLO images were digitized from a videotape. Some 
of the images were separated on the tape by only a few 
frames, others by a number of minutes. 

In all cases, a template of 32 x 32 pixels and a corre­
sponding search area of 128 x 128 pixels were selected 
manually. The vessel points in the template were selected 
manually using the cursor and the bit-map graphics pad. 
The images were then processed once with the standard 
SSD [Figs. 2(d), 3(d)] using random selection of template 
points, and once with the feature-based SSD using the 
manually selected vessel points [Figs. 2(c) , 3(c)]. The 
same images using the same template and similar search 
area then were processed using the cross-correlation pro­
cess [Figs. 2(e), 3(e)]. 

Figs. 2 and 3 represent typical results of these experi­
ments on two types of images. The vascular pattern of the 
original search area can be noted in the images represent­
ing the three similarity measures. However, the nature of 
those images clearly is different: the feature-based SSD 
results in well-delineated images of the vasculature in the 
search area, which is why we called it feature-based reg­
istration; however, the standard SSD results may be de­
scribed as similar images obtained with multiple reflec­
tions (echoes) at different phases. The vasculature pattern 
also is apparent in the cross-correlation images [Figs. 2(e), 
3(e)]; however, these images appear as blurred versions 
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a b 

Fig. 2. Comparison of similarity measures used for registration of photo­
graphs taken three years apart. (a) Fundus photograph taken in 1980 with 
a 32 x 32 pixel template area marked. (b) The same eye photographed 
in 1983 with a 128 x 128 search area marked. (c) COIlIIt surface obtained 
with the feature-based SSD (top). Note clear appearance of the vascular 
pattern. The curve (bottom) represents count measure across illustrated 
line. Note the sharp peak at the correct registration point. (d) The count 
surface obtained with the standard (normalized) SSD. Vascular pattern 
is less apparent, and peak at registration is less sharp. (e) The cross­
correlation surface is a blurred version of the image in (c). 

of the feature-based SSD count surfaces. The line scans 
taken through the maximum similarity positions illustrate 
the same character, i.e., smooth, less distinct peaks for 
the cross-correlation than for the SSD, and sharper peaks 
for the feature-based SSD than for the standard SSD. The 
line scans also illustrate that the count at the match point 
is higher for the feature-based SSD than for the standard 
SSD. 

Although the similarity measure images indicate that 
the feature-based SSD is a sharper measure of similarity, 
these visual inspections do not demonstrate directly sig­
nificant improvement in detection among the various 
techniques. The increase in speed with SSD compared 
with the cross-correlation process is obvious and does not 
require any measurement. For example, the processing of 
the illustrated images took more than 8 min with the cross­
correlation function and less than 20 s for most SSD ap­
plications. However, for the same threshold level the 
modified SSD offered only a modest increase in speed of 
calculation. 

The performances of the standard and the feature-based 
SSD were compared using SLO images. Templates were 
made from different frames from two different tapes. An­
other 15 to 20 frames from the same tapes were used as 
the search areas. Each image pair was processed twice, 
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a b 

Fig. 3. Comparison of similarity measures for registration of retinal fluo­
rescein angiograms taken 2 s apart. (a) Early photograph with template 
marked. (b) Later image showing increased fluorescence in the arteries 
(search area is marked). (c) Count surface obtained with the feature­
based SSD. Note the vascular pattern corresponding to the search area. 
(d) Count surface obtained with the standard SSD. (e) The cross-corre­
lation surface for the same search and template pair. 

once with the standard SSD and once with the feature­
based SSD. Each test was carried out at 3. number of 
threshold settings: 50, 100, 250, 500, 1000, 1500, and 
2000. For each experiment, we recorded the completion 
time in seconds and the points count tested at the match­
ing point. As expected, the count at the matching point 
was always higher for the feature-based than for the stan­
dard SSD. The running time for the feature-based SSD 
was usually shorter than the time for the standard SSD. 
However, the difference was only 10 to 20 percent. This 
difference was reduced at very high threshold levels, be­
cause more points than the 100 selected manually were 
required for those settings, and the additional points were 
selected randomly. The difference was not measurable at 
very low threshold settings, because our tim~ reading was 
limited to a full second, with the entire calculation run­
ning 1 to 3 s. 

Occasionally, the standard SSD performed even faster 
than the feature-based SSD, but overall the feature-based 
algorithm performed significantly better than the standard 
SSD. The difference was in the reliability of registration 
at low threshold levels. Our criterion for acceptable reg­
istration was a selected point within 1 pixel from the point 
selected by the operator by visual inspection . We noted 
that the feature-based SSD results were always acceptable 
above a certain threshold setting and not acceptable below 
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that setting. On the other hand, results were variable for 
the standard SSD. An unacceptable, erroneous registra­
tion occurred many times at a threshold higher than a 
lower threshold at which correct registration occurred. 
Normally, one would expect better detection at higher 
thresholds, because this offered testing of more points. 
Since the threshold levels were selected arbitrarily, we 
decided to examine further the properties of the algo­
rithms with an orderly elevation of threshold levels. 

The program was modified to run for each image pair 
at all integer threshold values between 1 and 300. A 
printed output was obtained with a threshold level, the 
corresponding coordinates of the selected matching point, 
and the point count tested at the selected matching point. 
Both fundus photographs and SLO images were tested in 
this manner. The results of three such testings are sum­
marized in Fig. 4. It is noted easily that the feature-based 
SSD is very consistent: once correct registration is 
achieved, it is maintained throughout. However, for sim­
ilar threshold values, the standard SSD may fluctuate be­
tween correct and grossly incorrect registration. During 
this testing, it also was noted that at very low threshold 
levels even the feature-based algorithm did not find the 
matching point correctly. However, the correct matching 
point was always within the best 10 candidates for match­
ing point. We decided to use this valuable property in a 
two-stage improvement of the algorithm. 

IV. TWO-ST AGE TEMPLATE MATCHING 

Two-stage template matching was used previously to 
reduce calculation cost [18]-[20]. Usually the concept in­
volves a coarse-fine two-stage approach. In the coarse 
stage, either a subtemplate is used for all possible posi­
tions [19], [20], or a low-resolution template is applied to 
a lower-resolution image of the search area [21]. The 
coarse stage is used to identify the "most likely" candi­
date positions in the search area to contain the exact 
match. In the second stage, the entire template is used 
over all possible template positions within a limited 
"likely" region within the search area. 

The most important difficulty encountered with this 
coarse-fine approach is that coarse subsampling may ac­
tually skip the important points in the search area, result­
ing in erroneous determination in the first stage. This is 
especially true for a pattern with small, sharp details such 
as that seen in retinal vessels. 

Another approach to two-stage matching involves a 
change of the similarity measure between the first and 
second stages in which a fast similarity measure is used 
first to determine the likely positions for a match. Then a 
more accurate, but slower, similarity measure could be 
used to select the best match among the likely ones. This 
approach was used previously in correlating rotated im­
ages using rotationally invariant normalized moments 
[22]. 

Both these techniques require two runs through the 
search area and two different sortings of the similarity 

Random vs. Feature SSD 

Fig. 4. Comparison of the reliability of the standard (random) and the fea­
ture-based SSD. Results from three images (one SLO image and two 
fundus photographs) are illustrated. In each graph the distance from the 
center line represents the error in registration from the visually judged 
correct registration, as a function of count. The standard SSD requires a 
higher count for correct registration and tends to oscillate between cor­
rect and erroneous registration . The feature-based SSD always stays in 
registration for count values above the initial count needed for first cor­
rect registration . 

measures in the two stages. The SSD algorithm enables 
us to implement a two-stage, two-measure process using 
only a single run through the search points. 

Using the SSD algorithm, template positions that are 
likely candidates for match have a low rate of error-in­
crease, which can be estimated simply by evaluating the 
count at various threshold levels. As each temporary 
threshold is passed, the count at that point is tested, with 
"high" counts representing likely candidates for match­
ing. Because we found that the correct matching was in­
cluded in the 10 most likely points for almost all threshold 
levels in the experiment described in Section III, it seemed 
safe to use a two threshold-two stage technique to accel­
erate the feature-based algorithm further. 

The two-stage algorithm is applied in the following 
way: A low-threshold level is selected, such that the count 
at matching point and other likely points is fairly low, 1 
to 2 percent of the template points. When this threshold 
is reached, the count is tested. If it exceeds 1 percent of 
the points, the threshold for this template position is mul­
tiplied five times, and the process continues. Thus, more 
template points are examined, and the error continues to 
accumulate. When the new higher threshold is reached, 
the process is completed, the low threshold is reset, and 
the template is shifted to the next search position. When 
the initial first-stage threshold is reached, if the count is 
less than 1 percent of the template points, this position is 
considered an unlikely match, and the template is shifted 
to the next position. In this process, unlikely candidate 
positions are determined based on evaluating less than 1 
percent of the template points, which usually means use 
of less than 10 percent of the selected vessel points. A 
likely candidate for high similarity measure is being de­
fined by elevating the threshold and continuing the SSD 
process. This process is summarized in the pseudocode 
format. 
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Next Window: T = Threshold 
Count = 0 
likely = FALSE 
Shift template to next search win­
dow. 

Error Calculation: Test the next pair of points and 
calculate cumulative error. 

Last Test: 

Count = Count + 1 
If (likely) goto Last Test 

If error > T then 
If count > (J X K/I00) then 

likely = TRUE 
T=Tx5 

Else goto Next Window 
End If 

Else goto Error Calculation 
End If 

If error > T then 
store count 
goto Next Window 

Else goto Error Calculation 
End If 

This process is comparable to processing by a human 
operator quickly aligning the vessels and then carefully 
refining the position of the vessels in the two images for 
accurate overlap. The results of applying the two-stage 
algorithm in fundus images taken with the scanning laser 
ophthalmoscope are illustrated in Fig. 5. In the count sur­
faces illustrated, lighter points appeared when a higher 
count was achieved. The larger the darker area is in thi~ 
image, the shorter the time of calculation required for reg­
istration. 

V. DISCUSSION 

Image registration is a basic problem in many digital 
image-analysis applications. It is of special importance in 
medical image processing because changes over time are 
analyzed frequently. In a survey of registration tech­
niques, Kashef and Sawchuk [23] concluded that there is 
no universal technique for solving all registration prob­
lems. The optimal solution is highly dependent on the na­
ture of the image and system requirements. Thus the de­
velopment of a special technique for registration of fundus 
images is appropriate. Nevertheless, the technique de­
scribed here can be applied to other images having similar 
properties, i.e., relatively small features of distinct gray 
levels in an otherwise fairly uniform background. This 
technique can be expanded to other types of images that 
can be preprocessed easily to obtain such properties, e.g., 
Landsat images [24] processed with the gradient operator 
and displayed as the magnitude of the gradient image have 
such an appearance. Other images, e.g., chromosome im-
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Fig. 5. Comparison of the performance of the two-stage matching with the 
standard and the feature-based SSD. The SLO video frame shown in­
cludes the 128 x 128 search area marked by a white square. The 32 x 
32 template from another frame is shown in its original position (shifted 
due to eye movement) . The COUll I surfaces illustrated in (a) and (b) rep­
resent the results of the search with the feature-based and random algo­
rithms, respectively. The integrated brightness of the surface is a mea­
sure of the number of calculations required for the search . The local 
brightness represents the time required for calculation for every template 
position. 

ages [25], are also appropriate for registration with this 
algorithm following gradient operation. 

The SSD, or the sum of absolute value of difference 
(SA VD) algorithm, was compared previously to other 
similarity measures [24], [26]. It was inferior in both 
cases, because more erroneous registrations resulted than 
with the cross-correlation technique [24] and the stochas­
tic sign change (SSC) measure [26]. However, the non­
normalized version of the algorithm (1) was used in both 
cases rather than the normalized version (2). Although the 
nonnormalized version is much faster, it is prone to reg­
istration errors, especially if the images differ signifi­
cantly in illumination. Even with this version, the algo­
rithm performed well in both tests. Svedlow et al. [24] 
indicated that if computation time is examined, the non­
nonnalized SSD can be more advantageous than the cross­
correlation algorithm. Although the normalized version of 
the SSD is much more intensive computationally, it is still 
up to 100 times faster than the correlation method if prop­
erly programmed [11], [16]. The modification of the al­
gorithm presented here, with the ordered selection of the 
template points first from the vessel, adds relatively small 
overhead cost for calculation. The increased reliability of 
registration with the modified SSD pnables implementa­
tion of the two-stage approach, which is necessary to in­
crease further the speed of registration . 
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